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Abstract

The pose estimation and reconstruction of 3D objects from images is one of the major problems

that are addressed in computer vision and photogrammetry. The understanding of a 3D scene and

the 3D reconstruction of specific objects are prerequisites for many highly relevant applications of

computer vision such as mobile robotics and autonomous driving. To deal with the inverse problem

of reconstructing 3D objects from their 2D projections, a common strategy is to incorporate prior

object knowledge into the reconstruction approach by establishing a 3D model and aligning it to

the 2D image plane. However, current approaches are limited due to inadequate shape priors and

the insufficiency of the derived image observations for a reliable association and alignment with the

3D model. The goal of this thesis is to infer valuable observations from the images and to show how

3D object reconstruction can profit from a more sophisticated shape prior and from a combined

incorporation of the different observation types.

To achieve this goal, this thesis presents three major contributions for the particular task of 3D

vehicle reconstruction from street-level stereo images. First, a subcategory-aware deformable vehi-

cle model is introduced that makes use of a prediction of the vehicle type for a more appropriate

regularisation of the vehicle shape. Second, a Convolutional Neural Network (CNN) is proposed

which extracts observations from an image. In particular, the CNN is used to derive a prediction

of the vehicle orientation and type, which are introduced as prior information for model fitting.

Furthermore, the CNN extracts vehicle keypoints and wireframes, which are well-suited for model

association and model fitting. Third, the task of pose estimation and reconstruction is addressed by

a versatile probabilistic model. Suitable parametrisations and formulations of likelihood and prior

terms are introduced for a joint consideration of the derived observations and prior information

in the probabilistic objective function. As the objective function is non-convex and discontinu-

ous, a proper customized strategy based on stochastic sampling is proposed for inference, yielding

convincing results for the estimated poses and shapes of the vehicles.

To evaluate the performance and to investigate the strengths and limitations of the proposed

method, extensive experiments are conducted using two challenging real-world data sets: the pub-

licly available KITTI benchmark and the ICSENS data set, which was created in the scope of this

thesis. On both data sets, the benefit of the developed shape prior and of each of the individual

components of the probabilistic model can be shown. The proposed method yields vehicle pose

estimates with a median error of up to 27 cm for the position and up to 1.7◦ for the orientation on

the data sets. A comparison to state-of-the-art methods for vehicle pose estimation shows that the

proposed approach performs on par or better, confirming the suitability of the developed model

and inference procedure.

Keywords detection, 3D reconstruction, pose estimation, CNN, active shape model, probabilis-

tic model, Monte Carlo sampling
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Kurzfassung

Die Bestimmung der Pose und die 3D Rekonstruktion der Form von Objekten aus Bildinforma-

tion ist eine der zentralen Aufgaben im Bereich Computer Vision und Photogrammetrie. Eine

Rekonstruktion der Umgebung und bestimmter Objekte ist Voraussetzung für aktuell relevante

Anwendungen, bspw. im Bereich der Robotik oder des autonomen Fahrens. Eine übliche Strate-

gie, um mit dem schlecht konditionierten Problem der Bestimmung von 3D Objekten aus 2D

Bildern umzugehen, ist die Einführung von a priori Wissen über die Objekte in die Rekonstruk-

tion. Hierzu wird ein 3D Modell des Objektes angenommen und so in die Daten eingepasst, dass

es mit den Bildbeobachtungen übereinstimmt. Bestehende Repräsentationen von a priori Mod-

ellen sind jedoch unzulänglich und die Beobachtungen, die aus den Bildern abgeleitet werden,

reichen nicht für eine verlässliche Zuordnung und Einpassung der Modelle aus. Das Ziel dieser

Arbeit ist es, geeignete Beobachtungen aus den Bildern zu generieren und zu zeigen, wie die 3D

Rekonstruktion von der Nutzung einer verbessertern Objektrepräsentation und einer gemeinsamen

Berücksichtigung mehrerer Beobachtungstypen profitieren kann. Vor diesem Hintergrund werden

in dieser Arbeit vorranging drei wissenschaftliche Beiträge präsentiert, die zum Ziel der Rekon-

struktion von Fahrzeugen aus Stereobildern entwickelt wurden. Zum Einen wird ein neuartiges

differenziertes Fahrzeugmodell vorgestellt, welches eine vorausgehende Prädiktion des Fahrzeug-

typs nutzt, um eine bessere Repräsentation des beobachteten Fahrzeugs zu erhalten. Des Weiteren

wird ein CNN präsentiert, welches genutzt wird, um semantische Beobachtungen, wie charak-

teristische Landmarken oder Kanten der Fahrzeuge, die sich als sehr nützlich für die Modellein-

passung erweisen, aus den Bildern abzuleiten. Das CNN wird außerdem dazu genutzt, um den

Fahrzeugtyp sowie die Fahrzeugorientierung zu prädizieren, welche als a priori Wissen in die Mod-

elleinpassung mit einfließen. Zuletzt wird ein umfassendes probabilistisches Modell für die 3D

Rekonstruktion entwickelt, welches alle extrahierten Informationen berücksichtigt. Hierzu werden

passende Parametrisierungen und Formulierungen der Likelihood-Funktionen sowie der a priori

Terme vorgestellt. Ein auf stochastischem Sampling bestehendes Optimierungsverfahren wird für

die Inferenz der nicht-konvexen und unstetigen Zielfunktion entwickelt.

Umfangreiche Experimente werden anhand von zwei anspruchsvollen Datensätzen durchgeführt

um die Qualität sowie Stärken und Limitierungen des vorgestellten Verfahrens zu analysieren. Der

Nutzen, der durch das vorgestellte Fahrzeugmodell sowie durch die einzelnen Komponenten des

probabilistischen Modells erzielt wird, kann auf beiden Datensätzen, dem KITTI sowie dem IC-

SENS Datensatz, einem im Rahmen dieser Arbeit erzeugten Datensatz, nachgewiesen werden. Ein

Vergleich der erzielten Ergebnisse zu verwandten Arbeiten bestätigt die Eignung des entwickelten

Verfahrens für die Posenbestimmung und die Rekonstruktion von Fahrzeugen.

Schlagworte Detektion, 3D Rekonstruktion, Posen Bestimmung, CNN, Active Shape Model,

Probabilistisches Modell, Monte Carlo Sampling
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σs Square root of the s’th eigenvalue of the ASM
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rHW)

Probabilistic model

s State vector s = (t, θ, γ)

t Vehicle position on the groundplane Ω

θ Vehicle heading, i.e. the rotation angle about the normal vector of the ground plane Ω

o Observation vector o = (odet,ocnn) associated to every vehicle detection v

p(Xv|s) The 3D likelihood

p(HK|s) The keypoint likelihood

p(HW |s) The wireframe likelihood



XII

p(t) The position prior

p(θ) The orientation prior

p(γ) The shape prior

Inference

Nj Number of offspring particles of iteration j

np Overall number of particles

nb Number of best scoring particles

sj Set of particles of iteration j

wj Importance weights of the particles of iteration j



Contents XIII

Contents

1 Introduction 1

1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Basics 5

2.1 Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 CNN Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Active Shape Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Monte Carlo based optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 State of the art 19

3.1 Data driven approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1.1 Viewpoint prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1.2 3D pose prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1.3 3D pose and shape prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2 Model driven approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2.1 Shape priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.2 Scene priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.3 Shape aware reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.4 Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Methodology 39

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1.1 Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.1.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.3 Scene layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.4 Detection of vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Subcategory-aware 3D shape prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2.1 Geometrical representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44



XIV Contents

4.2.2 Mode Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.3 Multi-Task CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.1 Input branch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.3.2 Vehicle type branch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.3.3 Viewpoint branch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3.4 Keypoint/Wireframe branch . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3.5 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.4 Probabilistic vehicle reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.4.1 3D likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.4.2 Keypoint likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4.3 Wireframe likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4.4 Position prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4.5 Orientation prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.4.6 Shape prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4.7 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5 Experimental setup 69

5.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Test data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2.1 KITTI benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2.2 ICSENS data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3 Parameter settings and training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3.1 Learning the ASM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3.2 Training of the CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.4 Evaluation strategy and evaluation criteria . . . . . . . . . . . . . . . . . . . . . . . 80

5.4.1 Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.4.2 Multi-Task CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.4.3 Probabilistic model for vehicle reconstruction . . . . . . . . . . . . . . . . . . 82

5.4.4 Comparison to related methods . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6 Results and discussion 91

6.1 Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.2 Evaluation of the CNN components . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2.1 Evaluation of the viewpoint branch . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2.2 Evaluation of the vehicle type branch . . . . . . . . . . . . . . . . . . . . . . . 95

6.3 Ablation studies of the model components . . . . . . . . . . . . . . . . . . . . . . . . 97

6.3.1 Analysis of the observation likelihoods . . . . . . . . . . . . . . . . . . . . . . 98



Contents XV

6.3.2 Analysis of the state priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.4 Analysis of the full model for vehicle reconstruction . . . . . . . . . . . . . . . . . . . 106

6.4.1 Evaluation of the pose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.4.2 Evaluation of the shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.4.3 Analysis of further aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.5 Comparison to related methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.6.1 Likelihood terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.6.2 State priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.6.3 Full model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.6.4 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7 Conclusion and outlook 127

Bibliography 131





1

1 Introduction

”In many cases it is sufficient to know or assume that an object owns a kind of certain

regularities in order to interpret the correct 3D shape from its perspective image.”

Hermann von Helmholtz, 1867

The image based reconstruction of three-dimensional (3D) scenes and objects is a major topic

of interest in computer vision and photogrammetry. While humans are able to understand and

reason about 3D geometry from a short glimpse of the scene and are even capable of predicting the

extends and shape of partially occluded or hidden objects, this task is very challenging for vision

algorithms. The perspective projection from 3D to the 2D image plane leaves many ambiguities

about 3D objects, causing their reconstruction and the retrieval of their pose and shape to be ill-

posed and difficult to solve. Nonetheless, 3D scene understanding and 3D reconstruction of specific

target objects has a great relevance for several disciplines such as medicine (Angelopoulou et al.,

2015), augmented reality (Yang et al., 2013), robotics (Du et al., 2019), and autonomous driving

(Janai et al., 2020). The motivation of this thesis is founded by applications related to the latter

discipline. The highly dynamic nature of street environments is one of the biggest challenges for

autonomous driving applications. The precise reconstruction of moving objects, especially of other

cars, is fundamental to ensure safe navigation and to enable applications such as interactive motion

planning and collaborative positioning. To this end, cameras provide a cost-effective solution to

deliver perceptive data of a vehicle’s surroundings.

Given this background, this thesis presents a method for precise vehicle reconstruction from street-

level stereo images. The poses of other vehicles w.r.t. the observing vehicle, i.e. their relative

positions and orientations in 3D, can directly be derived from the reconstructions. Throughout

this thesis the following definition of pose and pose related notions are used:

The notion of a 6DoF (6 degrees of freedom) object pose contains the position of the object’s ref-

erence point in form of its 3D coordinates in the reference coordinate frame as well as the 3D

orientation of the object in the same coordinate frame. In this context, the 3D orientation com-

prises three rotation angles which describe the rotation of the object body frame, which is rigidly

attached to the vehicle and centred at its reference point, w.r.t. the reference coordinate frame. In

addition to the orientation, the notion of an object’s viewpoint is introduced. In 3D, the viewpoint

describes the two rotation angles representing the elevation and azimuth of the object body frame
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w.r.t. to a 3D ray, e.g. an image ray, intersecting the object reference point. The notion of a 3DoF

(3 degrees of freedom) object pose in a 2D reference frame consists of two coordinates representing

the position and one angle, representing the orientation. In accordance to that, a viewpoint in 2D

is also represented by one angle representing the azimuth.

Geometrically, the image-based reconstruction of 3D objects from their 2D projections is an inverse

problem, suffering from the ambiguous mapping inherited by the perspective projection, causing

the task to be ill-posed. To address the class of ill-posed problems, a common approach is to

introduce suitable constraints, e.g. derived from prior knowledge about the 3D shape, a procedure

which is also called regularisation (Poggio et al., 1985). Thus, an essential strategy in work on

image based object reconstruction is to establish a 3D model and align it to the 2D image plane.

To relax the requirement for precisely known object models, parametrised deformable shape priors

can be formulated, increasing the set of free parameters by the parameters defining the shape. For

object reconstruction usually entities such as keypoints, edges, or contours of the deformable 3D

model are aligned to their corresponding counterparts localised in the image. Often, the alignment

is performed by minimising the reprojection error between projections of the 3D model entities and

the associated 2D image detections (Pavlakos et al., 2017; Leotta and Mundy, 2009). However,

this procedure is susceptible to outliers and erroneous detections. Establishing a sufficient number

of correct and sufficiently precise correspondences between model and image entities is a difficult

problem. Existing approaches use model edges and contours to align them with image edges,

usually derived from gradient information (Leotta and Mundy, 2009; Ramnath et al., 2014; Ortiz-

Cayon et al., 2016). However, these approaches are highly sensitive to illumination, reflections,

contrast, object colour and model initialisation, because these factors can cause erroneous edge-

to-edge correspondences, thus prohibiting a correct model alignment. Other approaches utilise

keypoint detections to be used for model alignment (Pavlakos et al., 2017; Murthy et al., 2017b;

Chabot et al., 2017). However, compared to edges, keypoints are less stable since they deliver less

geometric constraints compared to edges. In addition, feature representations in the image domain

lead to the effect that already small localisation errors in 2D are likely to cause large errors in 3D

space. Stereo-image based approaches use 3D points reconstructed from stereo correspondences to

align the 3D shape model (Engelmann et al., 2016). However, the 3D points lack the information

about their exact counterpart on the model and are usually associated to the closest point on

the model surface, thus demanding for a good model initialisation. Often, these difficulties define

the limitations of current state-of-the art methods for model based object reconstruction as they

cause such approaches to be highly sensitive to, for instance, noisy feature detection, illumination

conditions, model initialisation, and/or imprecise keypoint localisation.

Following the path of model based object reconstruction, these limitations are addressed in this

thesis on the basis of stereo images, firstly by training a Convolutional Neural Network (CNN) for

the extraction of vehicle entities, such as keypoint and wireframes, as well as for the derivation
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of prior knowledge, and secondly by formulating a comprehensive probabilistic model for vehicle

fitting, building upon the outputs of the CNN and stereo information. A stereoscopic setup leads

to less flexibility concerning data acquisition but helps to constrain the ill-posed problem of 3D

reasoning. Research objectives raised in the context of this thesis are related to:

• a contrast and illumination insensitive extraction of suitable features for the model alignment.

In this context, a CNN is exploited to predict semantic vehicle keypoints and semantic vehicle

wireframe edges, the latter being proposed as new feature for model fitting in this thesis.

• deriving proper state priors for object pose and shape using a CNN to establish meaningful

constraints for regularising the ill-posed problem. In this context, a deep learning based

prediction of the vehicle viewpoint and the vehicle type is proposed as prior information

for the vehicle’s orientation and its shape, thus serving as direct observation of the target

parameters,

• a probabilistic fusion of different alignment strategies both, in 2D and 3D, exploiting syn-

ergistic effects anticipated from the complementary and/or redundant nature of the fused

data,

• gaining robustness against noisy, false or imprecise feature detections by formulating a prob-

abilistic model while properly incorporating observation and detection uncertainties and

• establishing an optimisation procedure that is insensitive to initialisation errors and local

optima.

1.1 Contributions

This thesis presents a methodology for the detection and 3D reconstruction of vehicles from stereo-

scopic images to finally obtain precise estimates for the vehicle’s pose and shape. Based on initially

detected vehicles, the contributions of this thesis are:

• A new subcategory-aware deformable vehicle model to be used as shape prior.

In extension to existing work, e.g. (Zia et al., 2013), where a deformable shape model is

always learned for the entire class vehicle, this work presents a shape model which also learns

individual modes for different vehicle subcategories. Thus, the proposed model allows a more

detailed shape regularisation if an a priori prediction of the vehicle type is available. The

presented shape prior leads to better constraints on the vehicle shape and evidentially also

enhances the results of pose estimation.

• A new multi-task CNN for the extraction of suitable features and a priori esti-

mates. The CNN simultaneously detects vehicle keypoints and vehicle wireframe edges, the

latter being proposed as new feature which is in contrast to standard gradient based edge
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extraction which highly depends on illumination conditions and contrast. Furthermore, as

the CNN is trained to distinguish between semantically different wireframe edges belonging

to different parts/sides of the vehicle, better prospects for model-to-image-edge correspon-

dences are obtained, too. To achieve this goal, a new loss function for the tasks of keypoint

and wireframe prediction is introduced. The CNN also delivers a probability distribution for

the vehicle’s orientation as well as the vehicle’s subcategory. For the orientation estimation,

a new hierarchical classifier and a hierarchical class structure are proposed. Suitable state

priors for orientation and shape are derived from the predicted probability distributions.

• A comprehensive probabilistic model for vehicle reconstruction. The probabilistic

formulation combines multiple observation likelihoods, based on the keypoint and wireframe

probability maps predicted by the CNN, as well as on stereo-reconstructed 3D points. Build-

ing the model directly on the basis of the raw keypoint and wireframe probability maps

makes the explicit association of image and model entities obsolete and reduces the impact

of both, false as well as imprecise keypoint/wireframe localisations. Furthermore, state prior

terms for each group of parameters, namely position, orientation and shape, are incorporated

as regularisation terms based on derived scene knowledge and the probability distributions

derived from the CNN. The probabilistic model is complemented with a Monte-Carlo based

inference procedure similar to (Zia et al., 2013), that is tailored to reduce the sensitivity w.r.t.

parameter initialisation and local optima of the probabilistic formulation.

1.2 Thesis outline

The thesis is structured as follows. In Chapter 2, fundamental concepts for understanding the

presented methodology are given. Chapter 3 puts this work into the context of related work

on image based object reconstruction and pose estimation with a focus on vehicles as objects of

interest. A detailed explanation of the methodological contributions of this thesis is provided in

Chapter 4. The setup of the experiments to evaluate the method is described in Chapter 5, and

their results are shown and discussed in Chapter 6. A conclusion and outlook on future work are

given in Chapter 7.
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2 Basics

This chapter presents mathematical and conceptual foundations that are relevant for the method-

ology presented in this thesis. Sec. 2.1 provides an overview on the functionality of Convolutional

Neural Networks (CNN) and presents basic architectures that are used or adapted within this the-

sis. In Sec. 2.2, the Active Shape Model (ASM), used here to represent a deformable vehicle model,

is described, while Sec. 2.3 introduces Monte Carlo techniques for parameter optimisation.

2.1 Convolutional Neural Networks

For several years, Convolutional Neural Networks (CNN) (LeCun et al., 1990) have shown enor-

mous success in solving computer vision problems of various kinds, including image classification

(Simonyan and Zisserman, 2015), object detection (Ren et al., 2015), semantic segmentation (Long

et al., 2015) and instance segmentation (He et al., 2017). The basic principles and components of

CNNs are outlined in this section. Furthermore, examples of selected specific CNN architectures

which serve as a basis for the methodology developed in this thesis are presented.

In the context of image analysis, usually the input to the neural network is a digital (single or multi-

channel) image. Generally speaking, a CNN is composed of a series of convolutional layers, followed

by a non-linear activation function and pooling layers. Fig. 2.1 shows an example of this structure.

In contrast to the general multi-layer perceptron (MLP) (Goodfellow et al., 2016), in which each

neuron computes a linear mapping, i.e. a weighted sum, of the input and the input topology is

therefore lost, CNNs preserve the spatial structure of the input image and weights are shared in

the individual layers. Mathematically, this procedure leads to the utilisation of convolution filters in

the convolutional layers, whose spatial size defines the receptive field of the filter and whose depth

corresponds to the number channels of the respective input layer (cf. Fig. 2.1). Optionally, an

additive bias is applied in every convolution, introducing one parameter to each convolution filter

in addition to the filter weights. The output of the convolution filters is passed through a non-

linear activation function to enable the modelling of non-linear mappings by a CNN. Examples for

commonly applied activation functions are the Sigmoid function (Han and Moraga, 1995) with

sigmoid(x) =
1

1 + e−x
(2.1)
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Figure 2.1: Schematic overview of a convolutional layer, followed by a max pooling layer. Convolu-

tion filters (here: spatial kernel size of 3x3) followed by an activation function are used

to create the feature maps. The kernel weights are shared for all positions of the input.

In this example, a 2x2 max pooling filter with stride 2, indicated by the dotted array,

is used to create the spatially downsampled feature map.

or the Rectified Liner Unit (ReLU) function (Hahnloser et al., 2000) with

ReLU(x) =







0 if x ≤ 0,

x if x > 0.
(2.2)

Within one convolutional layer, multiple local filter kernels are applied to all positions of the input

to produce intermediate outputs which are often referred to as feature maps (cf. Fig. 2.1). The depth

of the feature maps corresponds to the number of applied filter kernels. By sharing the weights

of the filter kernels at all positions of the input, an enormous reduction of weight parameters that

have to be learned is achieved. As shown in Fig. 2.1, the pooling layers are used to reduce the size

of the feature maps and to increase the receptive field of the subsequent filters by downsampling

the feature maps while preserving the spatial structure of features in the feature map. The most

frequently used technique for downsampling is Max Pooling in which a max filter is applied to the

input map. For downsampling the input, the step size in which the filter is shifted over the input,

which is referred to as stride, has to be chosen according to the desired downsampling factor. The

series of convolutional layers incl. the activation function and pooling layers is usually repeatedly

applied in a CNN. Furthermore, other than as shown in Fig. 2.1, convolutional layers are often

followed by additional convolutional layers before pooling is applied.

The output of a CNN can vary and depends on the task which is to be solved by the network.

For instance, in the case of image classification (Simonyan and Zisserman, 2015), at least one fully

connected layer is introduced at the end of the network which connects all its input nodes to a

number of output nodes that corresponds to the number of classes C. These neurons produce the

raw class scores sj with j ∈ [1, C] as real numbers ranging from [−∞,+∞] for each class. To
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normalise the raw scores such that the final scores can be interpreted as probabilities ŷj for each

of the classes such that
∑

ŷj = 1, the softmax function is used (Bishop, 2006). It determines the

probability ŷk for class k ∈ C by

ŷk =
exp(sk)

∑

j exp(sj)
. (2.3)

Fully convolutional networks (Long et al., 2015) and encoder-decoder networks (Ronneberger et

al., 2015) differ from classification networks in that they typically do not contain fully connected

layers. Such networks are used e.g. for semantic segmentation, where the task is to associate a class

label to each pixel of the input image. To this end, the intermediate downsampled feature maps

obtained after several convolution and pooling operations are upsampled again until they reach

the target resolution by applying suitable upsampling techniques, such as e.g. bilinear upsampling

or strided transposed convolutions (sometimes also called deconvolution) (Zeiler et al., 2010). The

kernels of a strided transposed convolution introduce weight parameters which have to be learned

during training, too (Long et al., 2015).

2.1.1 Training

Learning all network parameters w, namely all weights and biases of the filter kernels, is called

training and is typically performed in a supervised manner, which means that the availability of

training samples with corresponding reference data is required. The particular nature of how a

training sample and its reference is defined depends on the task that is to be solved by the network.

In general, training is performed by minimising a loss function L(w) which provides a measure

of how good the result of the network fits to the known reference. The definition of the loss

function also depends on the task. Examples of commonly utilised loss functions are given later.

Starting from a (random) initialisation of the weights, the optimisation is performed iteratively

using stochastic mini-batch gradient descent (SGD) (Goodfellow et al., 2016).

Initialisation: One way to initialise a CNN is to use random weights drawn from a Gaussian

distribution. However, with fixed standard deviations, deeper models expose difficulties to converge

(Simonyan and Zisserman, 2015). To overcome this problem, the Xavier (Glorot and Bengio, 2010)

or the He (He et al., 2015) initialisation methods have been proposed, which choose a dynamic

definition of the standard deviation in dependency on the number of input units to the convolution

filters.

SGD: In the SGD procedure, a subset of the training samples, forming a mini-batch, are selected

and propagated through the network, which is called a forward pass. The loss is calculated according

to the resulting output. The gradients ∇L(w) of the loss w.r.t. to the parameters are computed in

an efficient way by exploiting the chain rule, a procedure called back-propagation (Rumelhart et
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al., 1986). The new weights wnew are derived from those of the previous iteration wold according

to

wnew = wold − η∇L(w). (2.4)

The learning rate η is a hyperparameter that defines the step size in which the weights are updated.

However, plain SGD faces several problems such as local minima, noisy gradients, or regions in the

loss curve in which the loss changes quickly in one direction and slowly in another. To overcome

those problems, SGD with momentum is applied, which introduces running averages of gradients

or variant forms of that to the weight update step. The Adam optimizer is one example of SGD

with momentum which is frequently used to train CNNs and is also applied in this thesis. For a

detailed exposition of this method it is referred to (Kingma and Ba, 2015).

Loss functions: The training of multi-class classification networks requires training data including

a reference class for each training sample. A frequently used loss for classification tasks is the cross-

entropy loss. With n training samples per mini-batch and C different classes to distinguish, the

cross-entropy (CE) loss LCE is calculated according to

LCE = −

N∑

i=1

C∑

j=1

tij log(ŷij). (2.5)

In Eq. 2.5, ŷij denotes the softmax output for the ith sample of the batch for the jth class and

tij ∈ 0, 1 is a binary variable which indicates whether the sample belongs to the jth class or not.

The CE loss is used in this work for the training of the classification branches of the proposed

CNN.

A standard loss for training a network for regression tasks, i.e. for tasks that aim at predicting a

floating value, is the mean squared error (MSE) loss LMSE with

LMSE =
1

N

N∑

i=1

(yi − ŷi)
2. (2.6)

In this case, yi corresponds to the reference value of the ith sample while ŷi equals the predicted

output of the network. Note that for fully convolutional networks which produce pixel-wise outputs

both loss functions can be applied to calculate the loss for the output of each pixel. For pixel-

wise classification tasks the output has multiple channels, one for each class. In this work, the

standard MSE loss is adapted by proposing a customized loss for the prediction of probability

maps which contain a pixel-wise probability for the appearance of vehicle keypoints and wireframe

edges, respectively.

Transfer learning: Often, it is not necessary to learn all network weights from scratch for every

new task. It is common practice to use a pre-trained network, i.e. a network that was trained for

a specific task on a specific data set, for fine-tuning or as a feature extractor for a different task
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and/or data set. These strategies are summarised under the term transfer learning in the literature

(Yosinski et al., 2014). When used as feature extractor, the weights of the network are usually fixed

and a new classifier is learned on top of the features according to a new task. Fine-tuning refers to

a strategy in which all or only some layers (typically the last few layers) of the pre-trained network

are retrained together with the classification head for the new task or dataset (Donahue et al.,

2014). This procedure is justified by the hierarchical structure of a CNN: while the feature maps

produced by the earlier layers are more generic, independent from the data or the task, the feature

maps learned at later stages represent more specific features that are more sensitive to the task and

data they are trained for (Yosinski et al., 2014). This is why fine-tuning is often employed in some

of the top layers only while freezing the previous layers. However, it is also possible to fine-tune

all network weights using the pre-trained weights only as potentially better initialisation compared

to a random initialisation. Usually smaller learning rates are applied for fine-tuning tasks as it is

expected that the pre-trained weights are already relatively good. Adapting pre-trained networks

for new tasks or data sets is especially helpful when only a comparably small amount of training

data is available.

2.1.2 CNN Architectures

In this section, several CNN architectures which are used or adapted within this thesis are pre-

sented.

VGG19

VGG19 (Simonyan and Zisserman, 2015) is a CNN architecture proposed for the task of image

classification. Originally, the network was trained to classify images containing a single object into

one of 1000 object classes (Russakovsky et al., 2015). An overview of the architecture is shown in

Fig. 2.2. The network consists of 19 layers with weights (16 convolutional and three fully connected

layers) and five pooling layers in total. The convolutional layers use d filter kernels with a spatial

size of 3x3 and the ReLU as non-linear activation function. The exact numbers d of filters applied

in the different layers are given in Fig. 2.2. Max pooling with kernel size of 2x2 and stride 2 is

used. Three fully connected layers are applied at the end of the network: the first two layers have

4096 nodes each, while the third layer (the class layer) contains 1000 nodes, one per class. The

activation function of this classification layer is the softmax function. For training, three channel

colour images of size 224x224 with known object class were used (Russakovsky et al., 2015) and the

cross-entropy loss function was applied. More details can be found in (Simonyan and Zisserman,

2015).

The great performance achieved by the VGG19 on the ImageNet challenge (Russakovsky et al.,

2015) is the reason why the pre-trained network released by the authors is often used as feature
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Figure 2.2: Architecture of the original VGG19 classification network (Simonyan and Zisserman,

2015). The input is an RGB image. After several convolutional and max-pooling layers,

three fully connected layers are used to produce a probability for each of 1000 classes.

extractor or as pre-trained network for fine-tuning in various subsequent tasks. The architecture

of VGG19 together with its pre-trained weights serves as a basis for the multi-task CNN which is

developed in this thesis and which is described in Chapter 4.

U-Net

Building upon (Long et al., 2015), the U-Net is a fully convolutional network, originally used for se-

mantic segmentation (Ronneberger et al., 2015). U-Nets or U-Net-like architectures are widely used

for tasks in which the output is of the same spatial extent as the input. To this end, the architecture

of U-Net, which can be seen in Fig. 2.3, follows a symmetric encoder-decoder structure.

The encoder part follows the typical architecture of a convolutional network and consists of repeated

convolutional layers using a number of d filters of size 3x3, each followed by a ReLU activation

function. Also, four max pooling layers with filter size 2x2 and stride 2 are applied to decrease the

spatial resolution of the input and the subsequent feature maps by a factor of 0.5. The decoder

part is symmetric to the encoder part but replaces the max pooling layers by 2x2 upsampling

operations (in this case strided transposed convolutions are used), which spatially upsample the

feature maps by a factor 2. Skip connections, also known as bypass connections (He et al., 2016), are

used between corresponding pairs of blocks of the encoder and the decoder in order to concatenate

feature maps of the encoder with feature maps of the same size of the decoder. This allows

the subsequent convolutions to take place with awareness of the original pixels or feature maps,

respectively, and leads to better segmentation results at object boundaries. U-Net does not contain

any fully connected layers. Instead, the final layer performs convolutions with a 1x1 kernel to

map the final feature map to the desired number of classes. A 1x1 convolution corresponds to

a linear function, its output is forwarded to a non-linear activation function to produce the final

predictions which correspond to the label maps. In the original paper (Ronneberger et al., 2015),
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Figure 2.3: Architecture of the symmetric U-Net segmentation network (Ronneberger et al., 2015).

It consists of an encoder part, which performs several convolutional and max-pooling

operations, and a decoder part, which performs a series of convolutions and upsampling

operations. Skip connections are established between corresponding parts of the encoder

and the decoder.

the softmax function is used as activation function, combined with a pixel-wise cross-entropy loss to

train the network to distinguish between two classes (foreground and background). Consequently,

the training procedure requires a pixel-wise reference, i.e. a label image of the same size as the

input.

In this thesis, the ideas and principles of the U-Net architecture are adapted for the computation

of the vehicle keypoint and wireframe heatmaps (cf. Chapter 4).

Mask RCNN

The Mask RCNN (He et al., 2017) is a CNN architecture for joint object detection and instance

segmentation. In addition to an object bounding box and the object’s semantic class the network

outputs a high-quality segmentation mask for each object. To this end, the architecture builds on

the Faster RCNN network for object detection proposed in (Ren et al., 2015), extending it with

an additional output branch to produce the instance segmentation masks. A high-level overview

of the Mask RCNN architecture is shown in Fig. 2.4. The first part of the architecture consists of

a convolutional neural network, processing the input image and producing a feature map. More

specifically, a ResNet (He et al., 2016) architecture in conjunction with a Feature Pyramid Network

(FPN) (Lin et al., 2017) is used to form the backbone. A region proposal network, which is in

essence adapted from (Ren et al., 2015), extracts regions of interests (RoI) by proposing a set of

rectangular object candidates in the feature map. A small, fixed sized feature map is created for

each RoI in the feature map using a bilinear interpolation based technique, referred to as RoIAlign
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Figure 2.4: High-level overview of the Mask RCNN architecture (He et al., 2017). A three channel

input image is first processed by the convolutional backbone network. A Region Pro-

posal Network (RPN) is trained to extract object bounding boxes as regions of interest

(RoI). The network output consists of a class label and a bounding box, produced by

fully connected (FC) layers, as well as instance segmentation masks, produced by a

fully convolutional network (FCN) head, for each detected object and each class.

(He et al., 2017). The head of the Mask RCNN predicts an object class and regresses an object

bounding box for each RoI. In parallel, instance segmentation masks are additionally produced for

each RoI and object class. In order to predict the object class of each RoI, the fixed size feature

map is fed into a series of fully connected layers to predict the probability of the RoI belonging

to each of a set of object classes using the softmax function. Furthermore, a FC layer is used to

regress a real numbered bounding box position for the object. A FCN head is used to predict the

instance segmentation masks from the same feature map using a pixel-wise sigmoid function as the

activation function of the last layer.

For the training of the Mask RCNN a multi-task loss LmaskRCNN = Lclass+Lbbox+Lmask is defined.

Here, the classification loss Lclass corresponds to cross-entropy loss while the bounding box loss

Lbbox makes use of a L1 norm of the difference of the regressed bounding boxes and the reference

bounding boxes. The mask loss Lmask is defined as the average binary cross-entropy loss over the

pixels of the bounding box. Consequently, training the Mask RCNN requires training images with

annotated object bounding boxes, object class labels and an annotated instance segmentation mask

for each object.

The method proposed in this thesis makes use of the Mask RCNN for the detection and precise

delineation of vehicles in the input images (cf. Chapter 4). The detected vehicles serve as input for

the developed reconstruction procedure.
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2.2 Active Shape Model

The reconstruction of 3D objects from (stereo-)images, especially of objects with variable shapes,

is an ill-posed problem. The use of shape priors for reconstruction constrains the problem and

thus simplifies its solution. When dealing with variable object shapes, non-rigid but deformable

shape priors are required, which are able to adapt to all expected possible shapes but always deliver

globally plausible object instances and, thus, constrain the overall object geometry.

One technique for deformable shape modelling is the Active Shape Model (ASM) (Cootes et al.,

1995), which is learned from a set of N distinct training models of an object class with a well-defined

topology to capture the object’s intra-class variability. While originally applied to 2D shapes, the

ASM can be used to derive a deformable shape prior in any dimension. Similar to (Zia et al., 2013),

in this work a 3D ASM is learned as a deformable representation of vehicles. This mathematical

explanation of the ASM focuses on learning the shape representation in 3D space.

One 3D training exemplar νn, with n = [1, N ] consists of a set of keypoints k ∈ [1,K], represented

by their 3D vertex locations with νn = [x1n, y
1
n, z

1
n, ..., x

K
n , yKn , zKn ]T . In this context, corresponding

keypoints of different exemplars must represent the same physical point of the object. To learn

the ASM, the 3D coordinates of exemplar vertices need to be represented in a commonly defined

coordinate system, which has the same longitudinal axis and reference point as origin (e.g. the

exemplar’s centre of mass) among all exemplars. The ASM computation is based on Principal

Component Analysis (PCA) applied to the covariance matrix Σνν of the keypoints of the training

exemplars, resulting in the eigenvalues σ2
s and eigenvectors es of that matrix.

The computation of the covariance matrix requires the mean shape m which is calculated according

to

m =
1

N

N∑

n=1

νn. (2.7)

The covariance matrix is computed by

Σνν =
1

N − 1
V V T , (2.8)

where V is a matrix collecting the keypoint coordinates of the exemplars reduced by the mean

shape:

V = [ν1 −m, ν2 −m, ..., νN −m]. (2.9)

The eigenvectors es of the covariance matrix Σνν encode the directions of the principal shape

deformations given the training exemplars which represent the object class. The square roots

of the corresponding eigenvalues σ2
s thus represent the standard deviations of the deformation in

the direction of the respective eigenvectors. A deformed object model M(γ) can be created by
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a linear combination of the mean shape and the eigenvectors, the latter being weighted by their

standard deviations and scaled by the shape parameters γs which are used to control the amount

of deformation in each principal direction with:

M(γ) = m+

3K∑

s=1

γs σs es. (2.10)

Defining the shape parameters γs in the range of [−3, 3] allows to synthesise shape models covering

99.7% (three times the standard deviation) of the variations being present in the training set.

In practice, to reduce the dimensionality of the shape parameter space, often only the first ns

eigenvectors corresponding to the largest eigenvalues are considered in the ASM computation,

because the eigenvectors corresponding to the small eigenvalues usually represent minor shape

variations and thus can be neglected (Tsin et al., 2009).

2.3 Monte Carlo based optimisation

Many tasks in the field of computer vision and machine learning involve the estimation of unknown

quantities, in the following denoted as state variables s, from real-world data, i.e. from some given

observations o. A probabilistic model of the task allows to estimate the unknown variables from the

variables that are observed. When prior knowledge about the target phenomenon can be modelled

or is available, e.g. from expert knowledge, the probabilistic model of the problem can be based on

a Bayesian formulation. The Bayesian formulation utilises the prior distributions for the unknown

quantities and likelihood functions relating these quantities to the observations (Doucet et al.,

2001). The inference of the unknown state is based on the maximum a posterior (MAP) criterion,

i.e. on maximising the posterior distribution obtained from the Bayes theorem

p(s|o) =
p(o|s)p(s)

p(o)
→ max, (2.11)

with the likelihood term p(o|s), the prior probability p(s) and the evidence p(o). As p(o) is

independent from the state variables and usually is only required as a normalisation factor to be able

to interpret the posterior as a probability, the MAP estimate can be obtained without knowledge

about the distribution p(o), such that p(s|o) ∝ p(o|s)p(s). For computational reasons, instead of

maximising the posterior, often the negative logarithm of the posterior is minimised to derive the

optimal values ŝ for the unknown state variables. As a consequence, the state optimisation is based

on minimising an objective function E, such that

ŝ = argmin
s

E(s,o, σo), (2.12)

with

E(s,o, σo) = − log p(o|s)− log p(s) (2.13)
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In Eqs. 2.12 and 2.13, the parameters σo are used to adapt the model to the characteristics of

specific data and can, for instance, be represented by observation uncertainties. In the probabilistic

formulation, these uncertainties are usually considered in the likelihood terms. Standard methods

for local optimisation of non-linear functions include first-order approaches based on the Jacobian

of the objective or second-order approaches based on the Hessian of the objective. However, for

these approaches to reach the global optimum, the objective function has to fulfil some restrictions,

such as being (quasi-)convex in the continuous domain (Boyd and Vandenberghe, 2004).

The deformable 3D model fitting approach developed in this thesis is based on a non-linear, non-

convex and discontinuous objective function which involves elements that are not Gaussian and

thus precludes first or second-order solutions for optimisation (Doucet et al., 2001). To such prob-

lems, Monte Carlo Methods (MCM) can be applied to approximate the optimal state parameters

ŝ. A detailed description of such methods can be found in (Bishop, 2006). MCM belong to

simulation-based methods and have the advantage of not requiring any assumptions about the lin-

earity, convexity or statistical distribution on the model (Doucet et al., 2001). Furthermore, they

are easy to implement even for the optimisation of complicated objective functions, and finally,

they can be parallelised, which in principle favours their applicability to problems with real-time

requirements (Kroese et al., 2014).

The central idea of MCM is to find the optimum of a potentially high-dimensional function by gen-

erating a set of random samples si, with i ∈ [1, np], which are called particles (Doucet et al., 2001).

If the number np of particles is large enough, such that the parameter space is densely represented

by the samples, the optimum state can be estimated given the samples by ŝ = argmin
si E(si).

However, in a high-dimensional parameter space and/or a parameter space with potentially large

parameter ranges, a dense sampling of the parameters for the particle based optimisation is compu-

tationally intractable. To overcome this problem, sequential techniques can be used, in which both,

particle sampling and state estimation are performed alternatively in an iterative process. Fig. 2.5

shows the scheme of a sequential MCM approach which is applied for the parameter estimation in

this thesis, exemplarily depicted for a one-dimensional objective function E and for one iteration.

After initialising the first set of particles si0, each iteration j = 1, ..., nit consists of of two steps, the

weight computation for each of the initial particles and a resampling step, in which new particles

are drawn for the next iteration based on the preceding particles and their corresponding weights.

The initial particles si0 are drawn from the prior distribution p(s0). When no prior information is

available but the range of parameter values is known, usually an uniform distribution is applied

for p(s0) to draw the particles from. In each iteration j, a normalised weight wi
j with

∑

iw
i
j = 1

is associated to each particle sij . One way of estimating the weights is to define them according to

the particle’s score obtained from the objective function, such that wi
j ∝ E(sij)

−1. The key idea of

the sequential MCM is to eliminate particles receiving low weights and consequently, to multiply

particles having high weights in the resampling step. To this end, a number of offspring N i
j is



16 2 Basics

Figure 2.5: Schematic procedure of the MCM based optimisation for one dimension (Doucet et al.,

2001). In a first step, the particles si0 are initialised. In each iteration j, a weight

wi
j is calculated and associated to each particle (a larger size of the filled black circles

corresponds to a higher weight). Corresponding to the weights, a number of offspring is

calculated for each particle. In a resampling step, new particles are drawn based on the

preceding particles and according to the number of offspring. For a detailed explanation

the reader is referred to the main text.

associated to each particle (Doucet et al., 2001). In a general setting, the offspring can be deter-

mined by N i
j = wi

j · np with
∑

iN
i
j = np, such that the number of offspring is larger for particles

with higher weights and vice versa. Note that the numbers of offspring need to be integer values

such that proper rounding operations are required for the offspring calculation just mentioned.

The resampling procedure applied in this thesis differs from this approach in that a user-defined

number for the nb best scoring particles is chosen. These particles are defined as seed particles for

the subsequent iteration by setting the weights for these particles to
np

nb
and the weights of all other

particles to 0. As a consequence, the same amount of offspring results for the best nb particles,

while the remaining particles are eliminated. To generate the offspring particles for the subse-

quent iteration based on the preceding particles and the associated number of offspring, generally

speaking, an arbitrary transition function π(sj |sj−1, Nj−1) is used. In this thesis, this function

corresponds to drawing the offspring particles from a uniform distribution centred at the preceding
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seed particles. By decreasing the range of the applied uniform distribution in each iteration, the

particles iteratively move towards the global minimum of the objective function E, as insinuated

in Fig. 2.5. A variant of the described procedure has already been used for 3D object modelling

in (Zia et al., 2013), where it is referred to as stochastic hill-climbing method. The iterative MCM

procedure as described above enables an efficient exploration of the search space while preserving its

applicability to arbitrary (e.g. multi-modal, non-convex, discontinuous) objective functions.
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3 State of the art

To put the contributions of this thesis into context, this chapter provides an overview of related work

on object reconstruction and object pose and shape recovery. The focus will be on methods that

deal with objects, data and applications related to autonomous driving with vehicles as objects of

main interest. In this chapter, an distinction is made between data driven approaches (Sec. 3.1) and

model driven approaches (Sec. 3.2). Sec. 3.3 discusses the current state-of-the-art and summarises

open questions.

On an abstract level, data driven approaches for object pose and shape recovery make use of the

input data, mostly a single image, to derive an intermediate representation of the data, usually in

the form of some kind of feature representation, on the basis of which the target parameters for pose

and shape are inferred directly. Often, these data driven methods are coupled with approaches for

object detection, such that the pose and shape estimation is a by-product of the detection or is built

as an extension on top of an object detector. In contrast to that, in model driven approaches

the detection and state estimation of the object are usually treated as decoupled tasks. Arbitrary

object detectors are typically applied in a first step to find instances of the target objects. In a

second step, a flexible shape representation of the target object based on prior knowledge is fitted

to the observations of the detected instances to determine the object’s pose and shape.

3.1 Data driven approaches

Methods which extract a feature representation of the input data and train a classifier or regressor

based on this feature representation to infer the target parameters for object pose and/or shape are

categorised as data driven approaches in this overview. Traditionally, the feature representation is

based on suitable handcrafted features, while recently almost exclusively CNNs are used for both,

feature extraction and parameter estimation.

This section discusses related work on data-driven vehicle pose and shape estimation. First, ap-

proaches are reviewed which aim at estimating the vehicle viewpoint, disregarding the vehicle’s

location in 3D (cf. Sec. 3.1.1). Sec. 3.1.2 gives an overview about existing methods on 3D pose

estimation which, however, do not reason about a representation of the vehicle’s shape. Finally,
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in Sec. 3.1.3 data-driven methods are reviewed that infer a joint representation for 3D object pose

and shape.

3.1.1 Viewpoint prediction

A coarse estimation of the vehicle viewpoint from single images is delivered already by a number of

early vehicle detection approaches. To overcome the huge variety of visual appearances of vehicles

due to their intra-class variability or changes in the camera viewpoint and to handle occlusions,

part-based detection approaches were introduced by Leibe et al. (2006) and Felzenszwalb et al.

(2010). They divide the object into several distinctive parts and learn a detector for each part.

Usually a global part configuration, considering the topology of the individual parts, is learned for

the detection of the entire object. Pepik et al. (2015) additionally learn the viewpoint dependent

arrangement of the parts in the global configuration to associate each detection already with the

estimation of one of eight discrete viewpoint classes. However, the discretisation of the viewpoint

into a small set of classes only allows the derivation of coarse viewpoint categories rather than the

definite viewpoint angle.

Other approaches explicitly train viewpoint specific classifiers to determine a vehicle’s viewpoint.

In these approaches, the viewpoint typically also consists of a discrete number of viewpoint-bins and

a classifier is trained to predict the correct bin. In (Ozuysal et al., 2009), a classifier is learned for

a number of 16 vehicle azimuth classes based on SIFT-like features. Similarly, Tulsiani and Malik

(2015) train a CNN to predict a class for both, azimuth and elevation angle bins, respectively. In (Su

et al., 2015) a CNN is trained to predict a class for azimuth, elevation, and in-plane rotation (around

the optical axis) viewpoint angles. To achieve more fine-grained results for the viewpoint, the

authors distinguish 360 viewpoint classes of the detected object. More fine-grained discretisations

call for extensive amounts of training data. Thus, in (Su et al., 2015) synthetic data generated

from model renderings are created to train the network. However, training on synthetic data

usually leads to a noticeable drop of performance when the classifier is applied to real-world data.

Summarising, most of the mentioned approaches only give a coarse indication about the viewpoint

in a discretised form and the vehicle’s position in 3D, and its shape is disregarded completely.

Furthermore, the problem remains that a compromise between the classifier’s complexity and the

level of detail of the viewpoint estimation has to be found in all cases. Striving for more precise

viewpoint representations requires more training data.

3.1.2 3D pose prediction

One step towards capturing 3D object information from images is taken by early approaches which

internally enrich a part-based detector by linking 3D object knowledge to the parts and transferring

this information to the objects after detection. To that end, the increasing amount of freely
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available CAD data is often exploited. For instance, Liebelt and Schmid (2010) treat appearance

and geometry as separate learning tasks. They train an appearance based detector for object parts

from real images and learn 3D geometry for each part from synthetic 3D models. Linking the

detected parts with their associated 3D geometry allows an approximate estimation of 3D pose.

Similarly, Pepik et al. (2012) adapt the Deformable Part Model (DPM) of (Felzenszwalb et al.,

2010). They add 3D information from CAD models to the deformable parts and incorporate 3D

constraints to enforce part correspondences. Thomas et al. (2007) enrich the Implicit Shape Model

(ISM) of Leibe et al. (2006) by adding depth information from training images to the ISM and

transfer the 3D information to the test images, which allows the estimation of coarse 3D pose

information. Hödlmoser et al. (2013) tackle pose estimation in 3D space by defining a number of

pose classes where each pose class corresponds to a different combination of viewpoint and distance

classes. Consequently, the overall number of pose classes corresponds to the product of the number

of distinguished viewpoint and distance bins. They train a Random Forest classifier (Breiman, 2001)

to distinguish between the pose classes based on Histogram of oriented Gradients (HoG) features

(Dalal and Triggs, 2005). However, due to the class-wise representation of the pose parameters, a

precise and continuous pose estimation is not provided by the approaches mentioned so far.

With the emergence of CNNs the prediction of 3D object pose from images has experienced a huge

boost and work on 3D object detection has expanded significantly over the last few years. A naive

approach for 6DoF pose estimation would be to train a CNN to regress the target parameters from

detections in the 2D image. However, regressing the pose, especially the translation, from a single

image without prior knowledge is an ambiguous task. This is why typically other solutions are found

in the literature, which e.g. incorporate prior scene knowledge or find alternative representations

for the target pose parameters. Frequently, oriented 3D bounding boxes are estimated for the

objects which implicitly contain the information about the object’s pose, i.e. their position and

orientation.

One line of work follows the two-step procedure that was already successfully applied by Region

Convolutional Neural Network (RCNN) approaches for 2D object detection (Ren et al., 2015), by

generating 3D object proposals in a first step, which are passed through a CNN to generate the

final detections in a second step. In this context, Chen et al. (2015) make use of stereo image

data and the 3D information derived from it to introduce geometric priors, such as object height

and point density, and to reason about free-space in order to derive 3D bounding box proposals

for street-level objects. Their follow-up work (Chen et al., 2016) replaces the geometric priors by

priors based on scene-context and object shape, which are derived from semantic segmentation and

instance segmentation using monocular images. While these methods have shown good results,

they are computational expensive due to the generation and the processing of the large number of

object proposals initialised in 3D.
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Another line of work builds upon the success of existing work on 2D object detection for the task

of 3D bounding box estimation. Ku et al. (2019) make use of 2D object detections in the image

to infer 3D bounding box proposals by leveraging the relation between the 2D bounding box and

an estimated object height. However, small errors in the 2D bounding box estimates or the height

estimates of the 3D bounding box are likely to cause large errors in the position estimation of

the object in 3D space. In (Xiang et al., 2018), a CNN is trained to localise the object centre

in the image and to regress the object’s orientation and distance to finally derive the object’s 3D

pose. However, predicting object distances, i.e. the absolute scale from single images is an ill-posed

problem and therefore causes ambiguous solutions. Given 2D detections delivered by an object

detector, Mousavian et al. (2017) propose a CNN to regress the object extents and orientation

from single images instead of regressing the 3D translation in object space. The fact that the

perspective projection of the 3D bounding box should fit to the 2D image bounding box is used

to infer the absolute translation of the object from the regressed object extents and orientation.

Similar to this, Tekin et al. (2018) and Grabner et al. (2018) propose to train a CNN for the

prediction of the 2D image locations of the projected 3D bounding box vertices to estimate the

6DoF pose of objects with known size via spatial resection. However, these approaches are highly

sensitive to errors in the 2D predictions and inaccuracies of the regressed parameters.

Xu and Chen (2018) and Ma et al. (2019) resort to the large body of work that focuses on depth

estimation from single images, e.g. (Godard et al., 2017), and incorporate a module for monocular

depth estimation in their approach for 3D object detection. However, while approaches for monoc-

ular depth estimation work impressively well when the network is trained and tested on the same

domain, these methods exhibit difficulties w.r.t. their transferability to other domains.

To summarise, while the approaches mentioned in this section have shown impressive results w.r.t

estimating an object’s oriented 3D bounding box when trained and tested on the same data domain,

doubts can be entertained about their generalisation capability. Estimating 3D dimensions or 3D

pose from single images is highly ambiguous and therefore causes large average 3D position errors

which can amount to up to several meters (Mousavian et al., 2017). Furthermore, classifiers learned

on the statistics and objects of a training domain are likely to experience a significant drop of

performance when applied to a different data domain. Besides, the mentioned approaches entirely

neglect the reasoning about the object’s shape by only representing objects as 3D boxes. However,

the fine-grained estimation of an object’s shape can be important for several applications and tasks,

such as e.g. the (re-)identification of objects (Tang et al., 2019).
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3.1.3 3D pose and shape prediction

In this section, methods are reviewed that do not only reason about an object’s pose, but also

give a prediction of a parametric or non-parametric representation of the object’s shape, and thus,

strive for 3D reconstruction of pose and shape at the same time.

Xiang et al. (2015) train a sliding window based detector for what they call 3D voxel patterns

(3DVP) of vehicles. Support vector machines (SVM) (Cortes and Vapnik, 1995) are used for this

purpose. 3DVP are learned by clustering similar 3D voxel exemplars, each of which contains a

voxelised 3D model of a vehicle as well as a 2D image and its 2D segmentation mask to encode

visibility patterns resulting from occlusion or truncation. In the follow-up work (Xiang et al., 2017),

the detection of 3DVP is incorporated in a RCNN network resulting in a better performance. A

softmax output layer of the RCNN network is used to classify the detection bounding boxes as one

of the different 3DVPs. By associating a 3DVP to each detection in the image and transferring the

3D information implicitly contained in the 3DVP to the detections, a pose and shape aware object

reconstruction is obtained. However, the level of detail achieved for the reconstruction heavily

depends on the number of 3DVP clusters and the finite number of voxel representations that are

considered to learn the clusters. These restrictions are likely to cause the reconstructions to be

quite generalised.

In (Wang et al., 2018), object shape is represented by a 3D location field, a 3-channel representation

in which every image pixel belonging to the object is mapped to its corresponding location on the

surface of the 3D model. The Mask-RCNN architecture is adapted and trained to detect vehicles,

regress their pose and output the 3D location field instead of the original binary segmentation

mask. However, this non-parametric shape representation only delivers information for the visible

parts of the objects.

Recent work on object reconstruction delivers the 3D object pose together with a set of parameters

defining the shape of an object given an parametric shape representation. Kundu et al. (2018) learn

a ten-dimensional shape representation for vehicles by applying PCA to a training set of voxelised

vehicle models. A RCNN is trained to detect vehicles and to regress the ten-dimensional shape

vector in addition to the 3D pose parameters, thus obtaining a complete vehicle reconstruction

in 3D space. To avoid the expensive annotation of ground-truth shapes in 3D, a render-and-

compare loss is applied to train the network for pose and shape, which measures the similarity

of the backprojected silhouette resulting from the predicted pose and shape parameters and a

reference image segmentation mask. However, measuring pose and shape discrepancies based on

a perspective 2D silhouette is highly ambiguous. Furthermore, this loss is unfavourable in case of

object occlusions in the image. Instead of using PCA, in (Zhu et al., 2017; Manhardt et al., 2019), a

3D convolutional autoencoder is trained from voxelised training shapes to learn a shape parameter

vector corresponding to the intermediate representation of the autoencoder in the low dimensional
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latent space. A network is trained to predict a small number of shape parameters together with

the object’s pose. While Zhu et al. (2017) use a reprojection loss similar to (Kundu et al., 2018) to

train their network, Manhardt et al. (2019) use training instances with annotated reference shapes

to calculate the loss by measuring the similarity between predicted shape and reference shape as

the angle between the two parameter vectors.

A major drawback of data-driven approaches, especially when training a CNN, is the strong de-

pendency on training data. On the one hand, training the huge amount of weight parameters that

are typically contained in a CNN usually demands for large amounts of training data. Further-

more, the generalisability and consequently, the transferability of a CNN trained on specific data

to other data sets exhibiting different statistics w.r.t. the data and content, have been found still

to be an open problem. Purely data-driven approaches also suffer from what is called the long-tail

problem (Wang et al., 2017), which refers to the problem of an imbalanced statistical distribu-

tion of the examples in the training data where only little data is available for classes in the tail

of the distribution. This results in problems of these approaches w.r.t. their ability to generalise

to barely or never seen examples or situations. To counteract the demand for large amounts of

training examples as well as the long-tail problem, the usage of synthetic data is exploited (Man-

hardt et al., 2019). The generation of synthetic data for training allows the rendering of large

numbers of training data, also including uncommon and statistically rare examples, compared to

the usage of real-world data. Reference annotations are know for synthetic images, which makes

manual annotation unnecessary. However, synthetic data usually lead to examples that differ from

real ones w.r.t. the feature distributions caused by non-realistic illumination, reflectance and noise

properties, etc.

Although research is performed to generate potentially photo-realistic renderings (Alhaija et al.,

2018; Manhardt et al., 2019), training on synthetic data usually comes with a noticeable and

significant drop in performance when applied to real data, which is caused by the domain gap.

Research on domain adaptation is done to find solutions to overcome this effect. A survey on

methods for domain adaptation is presented in (Wang and Deng, 2018). However, the requirement

of handling the domain gap between synthetic and real data adds an additional complexity to

data-driven approaches affected by this problem.

3.2 Model driven approaches

The line of work that is closest to the approach presented in this thesis initially detects and finally

reconstructs the object of interest by fitting a 3D model to the image observations to reason about

the object pose and shape. As the reconstruction of 3D objects from images is an ill-posed task, the

usage of previously defined 3D shapes constrains and simplifies the problem. Another advantage

of using 3D models as shape priors is their natural invariance w.r.t. the viewpoint. Whereas, for
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instance, a classifier for viewpoint estimation requires training data for each of the considered

viewpoint classes, whose number will be large if more fine-grained the viewpoint estimation is

required, resulting also in a large demand for training data, model driven approaches allow for

model hypotheses from any viewpoint to be fitted to the image observations.

3.2.1 Shape priors

The way in which prior model knowledge is used varies in the literature. In (Ding et al., 2018;

Murthy et al., 2017a), simple constraints on the vehicles’ symmetry, about the centres of the

wheels or the corners of the rooftop to be in a plane, and prior knowledge about the expected

size are enforced during reconstruction. While these constraints give a rather basic and coarse

representation of an object, CAD models allow a very detailed description of a 3D shape. A large

variety of CAD models are available for all kind of different vehicle types and brands which can

be used directly to guide the vehicle reconstruction (Güney and Geiger, 2015). However, without

knowing the exact CAD model of interest a priori, it is intractable to run computations with each

CAD model to find the most suitable one. Given a detected vehicle, Chabot et al. (2017) use a CNN

to predict the closest 3D shape template from a set of rigid reference models and pick this model

for further processing. However, potential errors in predicting the shape template may lead to

erroneous reconstruction results. In this work, instead of enforcing a fixed shape for model fitting,

softer constraints on the vehicle shape are implemented, which allow deformations of the shape

according to the observations. For the task of vehicle re-identification Tang et al. (2019) predict

the vehicle type, e.g. compact car, sedan, limousine, etc., using a CNN. However, the predicted

type is not utilised in the context of vehicle reconstruction. In this work, a CNN which predicts the

vehicle type is also used. A confidence-aware shape prior is presented which makes use of the type

predictions by constraining shape deformations during the model fitting according to the predicted

confidence scores for different vehicle types.

In contrast to rigid model instances, deformable shape representations learned from a set of ref-

erence shapes are more flexible and allow to cope with the large intra-class variability of vehicles.

Therefore, they are used frequently for object reconstruction. As a consequence, the shape defining

parameters are added to the list of target parameters for the estimation. In (Engelmann et al.,

2016; Kundu et al., 2018; Manhardt et al., 2019), a Truncated Signed Distance Function (TSDF)

is learned as a deformable shape prior for vehicles from a set of CAD models. Using a TSDF,

the shape is represented in a voxel grid in which each voxel contains the truncated signed distance

towards the object surface and thus, the shape manifold is implicitly represented as the zero-level of

the TSDF. The common shape basis of the training set is learned by applying PCA to the TSDF

representations of the training samples. Once the shape basis is learned, any deformed TSDF

shape can be encoded by a low-dimensional shape vector. However, this representation only carries

the information about the model surface while information such as semantic keypoint locations or
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wireframe edges, which can be significant cues for model fitting, are not explicitly contained. In

contrast to that, an ASM is another deformable shape representation frequently used as shape prior

for vehicles (Zia et al., 2013; Lin et al., 2014b; Murthy et al., 2017a; Ansari et al., 2018) that natu-

rally contains keypoint information as it is learned by performing PCA on keypoints from training

models (cf. Sec. 2.2). An ASM is also used in this work. However, we extend its keypoint based

representation by defining a triangulated mesh and a wireframe topology based on the keypoints to

achieve a joint representation for the vehicles surface, keypoints, and wireframe at the same time.

These model entities are incorporated in the reconstruction process.

Such deformable shape priors are flexible but they can only be deformed in accordance with the

variability contained in the training data. A common way of regularising the degree of admissible

deformations during inference is to penalise deviations from the mean shape (Zia et al., 2013; En-

gelmann et al., 2016). However, this strategy is founded in the assumption that the object’s shape

variability follows an unimodal distribution which usually does not hold true. Especially in the case

of vehicles, the shape variations result in several disjoint modes corresponding to different vehicle

types, rather than following a single distribution (Lin et al., 2014b). Consequently, the applied

regularisation of shape deformations is likely to enforce incorrect model shapes. In this thesis, the

modes resulting from different vehicle types are learned together with the overall ASM represen-

tation. A CNN based prediction of the vehicle type from the image is used to guide the shape

regularisation based on a newly proposed category-aware formulation of the shape prior.

3.2.2 Scene priors

To restrict the six dimensional and therefore large parameter space of the 6DoF pose, heuristics

and prior knowledge about the scene can be employed. In the context of object reconstruction

in street scenarios, often knowledge about the ground plane and the assumption that vehicles are

located on that plane are incorporated. As a consequence, when the 3D ground plane is known, the

6DoF pose estimation problem reduces to an estimation of the 2D position on the plane and the

estimation of the rotation about the plane’s normal vector. In (Murthy et al., 2017b; Engelmann

et al., 2016), who use images acquired from vehicle mounted platforms, the platform height and

the assumption of a camera viewing direction to be parallel to the ground is used to reason about

the location of the ground plane. However, the dynamic behaviour of the acquiring vehicle is likely

to cause the assumption of the road to be parallel to the viewing direction to be incorrect, which,

as a consequence, leads to errors in pose estimation, especially for objects in larger distance to the

camera. To overcome the dependency on these strong heuristics, in this thesis, the ground plane

is estimated from the 3D point cloud reconstructed from stereo images. By doing so, deviations

from the co-planarity assumptions of camera viewing direction and the road surface are taken into

account.
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Ansari et al. (2018) go one step further and do not represent the ground by one common plane, but

approximate the road surface by multiple planar patches. In particular, a road patch is estimated

for every detected vehicle from 3D road points lying in a close neighbourhood of the respective

vehicle. While in principle, this approach reduces the effect of deviations of the real surface from

a strictly planar ground, it is prone to estimation errors of the local patches, which are likely to

occur due to the small number of points used for the estimation and the resulting stronger effect of

outliers and uncertainties on the estimation. Furthermore, it cannot be guaranteed that the local

surface of the individual vehicles is always observable, e.g. due to occlusions.

Besides the utilisation of the ground plane as prior for potential vehicle poses, reasoning about

free-space in the scene can be incorporated as regularisation of the pose parameters, but is rarely

done in the literature. For the generation of 3D bounding box proposals, Chen et al. (2015) derive

a free-space voxel grid from stereo-reconstructed 3D points by treating a voxel as occupied as soon

as it contains a 3D point and penalise bounding box proposals that contain voxels of free-space.

However, by deriving the binary state of being occupied or free-space from the occurrence of a single

point within a voxel and by disregarding the information of local point densities, this approach is

highly sensitive to outliers in the point cloud and the uncertainties of the 3D points. The position

prior proposed in this thesis also uses the information about free-space in form of a 2D free-space

grid map on the ground plane. However, instead of representing the occupancy of a cell by a binary

state (occupied or not), a probability of being free-space is derived from the ratio of object and

ground surface points that project to the respective cells. This approach is more robust against

outliers and considers noise in the point cloud caused by reconstruction uncertainties.

3.2.3 Shape aware reconstruction

A common way to shape aware object reconstruction is to match entities such as keypoints,

edges/contours, the surface or the silhouette of the model to its corresponding entities inferred

from the image. The next few paragraphs describe the current state of the art of methodology

following this strategy.

Edge/wireframe based reconstruction

Pioneer work on vehicle model fitting was based on model edge to image edge alignment (Tsin

et al., 2009; Leotta and Mundy, 2009). The authors defined an appearance representation for a

deformable vehicle model based on salient object edges that are likely to generate intensity edges

such as occluding contours and part boundaries. Given sufficient 2D-3D correspondences between

image and model edges, the pose and shape of the deformable model is estimated using iterative

least squares adjustment. However, finding the 2D image edge corresponding to a 3D model edge, or

more specifically finding corresponding point pairs on these edges, is non-trivial and a challenging
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task. On the one hand, finding sufficiently good correspondences for the alignment to converge

to the correct solution highly depends on the model initialisation. Given initial pose and shape

estimates as a starting point, candidates of point pairs on corresponding edges are searched along

the normal vector of the rendered model edges in the image (Tsin et al., 2009; Leotta and Mundy,

2009). On the other hand, this procedure requires the desired intensity edges to be found in the

first place. However, occlusions, illumination conditions, contrast, shadows or reflections are likely

to cause outliers and consequently lead to incorrect correspondences.

An attempt to filter edge maps and extract semantically meaningful contours has been presented

in (Isola et al., 2014) and is used in (Ortiz-Cayon et al., 2016) to reduce the number of outliers

for the task of edge-to-edge alignment. Furthermore, a threshold for the angles between the edge

normals of image and model edges is used as a criterion by Ortiz-Cayon et al. (2016) and Ramnath

et al. (2014) to discard unlikely correspondence candidates. Still, the risk of incorrect matches and

the need for good model initialisation remains.

In (Zhou et al., 2019), a CNN is used to infer edge maps for the task of reconstructing wireframes

of buildings. While this approach shows promising results in only extracting desired edges, thus

being robust to illumination, shadows or reflections, still no semantic information is extracted that

would support the establishment of correspondences between model and image edges. Especially

objects that exhibit symmetries in their wireframe representation, such as buildings and vehicles,

suffer from missing semantic information behind the extracted edges. In this thesis, a CNN is

trained to extract vehicle wireframes, too. However, in contrast to (Zhou et al., 2019), the CNN

is trained to semantically distinguish between wireframe edges belonging to different sides of a

vehicle, which allows an informed, more robust, and initialisation-invariant model-to-image-edge

association.

Contour/silhouette based reconstruction

Another strategy for model based object reconstruction is to align the silhouette that results from

the 3D model to a predicted segmentation mask of the target object. Prisacariu et al. (2012) train

a Random Forest based on HoG and colour features for foreground-background classification and

define an energy function considering pixelwise foreground and background matching scores to fit

a deformable vehicle model to vehicle detections. A similar energy term is incorporated in (Dame

et al., 2013), where foreground-background models are learned from reference segmentations for

the parts of a DPM detector, which is used to infer pixel-wise foreground-background probabilities

during test time. In (Kar et al., 2015), an instance segmentation method is applied to derive

segmentation masks and a silhouette consistency term is used in the model fitting procedure.

However, the mapping from a 3D shape model to a 2D image silhouette is highly multi-modal and

ambiguous; the neglection of object details and structures within the silhouette is only one reason
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why this is the case. For example, a segmentation mask of a vehicle in a front and in a rear view

is nearly the same, which makes the alignment highly sensitive to initialisation. Furthermore, it is

also prone to segmentation errors and occlusions.

Surface based reconstruction

To reconstruct objects based on the 3D surface of an object’s shape model requires depth or 3D

information that can be derived from image observations (e.g. from stereo triangulation or Structure

from Motion (SfM)) or can be obtained from laserscanning. Güney and Geiger (2015) use CAD

models of vehicles to sample disparity patches from them and align these patches to disparity

maps estimated from stereo images. Similarly to this, in (Menze et al., 2015) a 3D vehicle ASM is

also estimated in accordance with a dense disparity map. In addition, images of a subsequent time

epoch are used to also incorporate model constraints based on scene flow information. However, this

thesis proposes a method for vehicle reconstruction using a single stereo image pair. In (Engelmann

et al., 2016), a TSDF learned as a shape prior for vehicles is fitted to 3D point clouds obtained

from dense stereo correspondences. Similarly, Xiao et al. (2016) fit a vehicle ASM to 3D points

obtained from mobile laserscanning. 3D point reconstructions from multi-view images are used by

Ortiz-Cayon et al. (2016) to fit a CAD model to detected vehicles. In these cases, model fitting is

based on minimising the distances between the 3D points and the surface of the shape manifold.

This procedure presents various difficulties. One of the major problems is the missing semantic

information behind 3D points, required to relate them to corresponding parts of the vehicle model.

Starting from an initial pose and shape, Engelmann et al. (2016) and Xiao et al. (2016) associate

the 3D points to the closest point on the initial vehicle model hypothesis. The intersection points

of the image rays with the model shape hypothesis are established as correspondences in (Ortiz-

Cayon et al., 2016) to associate 3D points to the model surface. As a consequence, the minimisation

procedure is similar to a point-to-surface iterative closest point (ICP) algorithm (Pomerleau et al.,

2013) and highly depends on good pose initialisation. In case of imprecise initial poses, the model

fitting is likely to fail. In this thesis, the requirement of good initial model registration is avoided

by applying a Monte-Carlo based sampling strategy for optimisation. Our previous work has shown

the operability of this strategy for model alignment based on stereo point clouds (Coenen et al.,

2017).

Another problem arises from outliers in the 3D point cloud, resulting e.g. from detection, matching

or segmentation errors, and points belonging to parts not represented by the generalised shape

prior, like the vehicle’s interior, antennae, mirrors, etc. To deal with this problem Xiao et al.

(2016) propose to use a robust truncated distance function while Engelmann et al. (2016) apply

the robust Huber norm for the alignment. Still, noisy point clouds and the increasing uncertainty

of the stereo reconstructed 3D points with increasing distance from the camera remain challenging

for reconstruction approaches that are only based on 3D points.
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While 3D points provide explicit 3D information that is valuable especially for the position es-

timation of the object, they deliver a rather sparse and incomplete representation of the object,

causing ambiguities w.r.t. shape and extent of the object. Further, when 3D points are used as

the only data source, valuable image cues are disregarded completely for model fitting. To this

end, Ortiz-Cayon et al. (2016) jointly align the model to 3D points and contours inferred from

the image. Similarly to this, in (Dame et al., 2013) a depth consistency term between the model

and depth estimations obtained from image sequences is combined with a segmentation consistency

term between a segmentation mask inferred from the image and the segmentation mask resulting

from the fitted model. These combinations allow for further improvement of model fitting. In

this work, 3D information is also used jointly with 2D image information to exploit synergies of

both domains. However, instead of using contours and segmentation masks, which do not carry

semantic information and deliver rather weak constraints for model fitting as they preserve severe

ambiguities w.r.t. pose and shape, semantic keypoints and wireframe edges are extracted from the

images in this thesis, consequently allowing a more reliable model association.

Keypoint based reconstruction

Another strategy for shape-aware vehicle reconstruction is to match model keypoints with their

corresponding keypoints detected in the image. One advantage of using semantic keypoints com-

pared to the approaches described so far is the easier definition of correspondences between the

image and model entities. Traditionally, handcrafted features, often based on HoG (Dalal and

Triggs, 2005) features, are used for the model-to-keypoint alignment, e.g. in (Li et al., 2011; Zia

et al., 2013; Bao et al., 2013), while recently CNNs are applied to detect keypoints, resulting in

a better performance. For instance, Chabot et al. (2017) extend a RCNN for object detection to

also regress keypoint coordinates in addition to the bounding box and the object class. A more fre-

quently applied architecture for keypoint detection is a stacked-hourglass architecture (Pavlakos et

al., 2017; Murthy et al., 2017b; Ding et al., 2018), in which multiple stacked U-Nets are used to infer

keypoint probability maps from which the keypoint locations are derived, e.g., using non-maximum

suppression. A U-Net-like architecture is also used in this thesis to predict keypoint heatmaps.

However, in contrast to the listed previous works in which a mean-square error loss, which exhibits

unfavourable properties w.r.t. the task of keypoint detection (cf. Sec. 4.3.5), is used to train the

networks, we come up with a customised loss specifically tailored for keypoint prediction.

Given the 2D image keypoint locations and their corresponding vertices of the 3D model, one

naive approach for model fitting is to minimize the reprojection error, a procedure which is also

referred to as spatial resection in the literature, to solve for the 6DoF pose (Chabot et al., 2017).

Considering a deformable model as shape prior in which the 3D model vertex coordinates are a

function of a set of shape parameters, the 6DoF problem extends to a shape-aware spatial resection

in which the shape parameters become part of the optimisation (Pavlakos et al., 2017). However,
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this naive procedure is problematic due to various reasons. On the one hand, it is intolerant to

keypoint localisation errors, while at the same time the inferred 2D keypoint localisations are likely

to be imprecise, leading to potentially large errors in 3D. On the other hand, it is not robust w.r.t

to outliers such that potentially false keypoint detections influence the pose estimation directly and

demand for robust strategies.

To overcome these problems, Pavlakos et al. (2017) use the respective confidence scores predicted

by the CNN for each keypoint to derive a weight for the individual keypoint reprojection errors.

This attempt relies on the assumption that imprecise or false keypoint detections are reflected by

lower confidence scores. However, this assumption usually does not hold true. On the contrary,

false detections often reveal very high confidence scores, which makes them hard to account for.

The probabilistic approach presented in this thesis avoids the need for precise keypoint locations,

because it is not built upon inferred 2D keypoint coordinates but on the raw keypoint probability

maps instead. By incorporating the full keypoint probability distributions into the optimisation

instead of only their inferred modes, the model fitting gains robustness w.r.t imprecise keypoint

localisations caused e.g. by broad probability distributions. Performing the keypoint alignment on

the raw heatmaps has also been done by Zia et al. (2013). The authors used a random forest (RF)

classifier (Breiman, 2001), trained on gradient based handcrafted features for keypoint classification

to derive the keypoint probability maps. The performance of a RF compared to deep learning based

techniques, however, is qualitatively inferior as has been found by own previous work using a RF

(Coenen et al., 2019) and a CNN (Coenen and Rottensteiner, 2019) for the prediction of vehicle

keypoints.

To achieve a higher robustness w.r.t outliers, additionally to the keypoint weights based on the

confidence scores mentioned above, Murthy et al. (2017a) introduce a weight that is derived from

the prior probability of the keypoints being visible given the pose estimate. In this thesis self-

occlusion is considered by only using potentially visible keypoints during inference, thus gaining

robustness to false detections of self-occluded keypoints.

3.2.4 Optimisation

Usually, the problem of model fitting is formulated as an optimisation problem, in which, as com-

prehensively described above, e.g. the distance between image and backprojected model entities,

such as keypoints or model edges, or the distance between observed 3D points and the 3D model

surface is minimised. Formulating this goal as an objective function, the estimation of the target

parameters corresponds to the minimisation of that function. Typically, the objective is non-linear

w.r.t. the target parameters and typically non-convex, such that one common way for optimisation

is to use local optimisation techniques by applying first-order approaches that are based on the

Jacobian of the objective. Local optimisation techniques, however, require the availability of an
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already fairly good initialisation of the unknown parameters. In this context, Murthy et al. (2017a)

apply an iterative least squares method for vehicle reconstruction to minimise the backprojection

error of model keypoints and keypoints detected in the image. However, least squares optimisation

in general is highly sensitive to outliers which are likely to occur in the context of keypoint detec-

tion due to imprecise or false positive keypoint detections. The goal of spatial resection based on

vehicle keypoints is also defined in (Pavlakos et al., 2017), where gradient descent is applied for

optimisation, though. Gradient descent is also used in (Engelmann et al., 2016) for the optimisation

of an objective function which is based on the distance of 3D vehicle points to the surface of the

3D model that is utilised as shape prior. However, as non-linear least squares and gradient descent

are methods for local optimisation, they do not guarantee finding the global optimum in case the

objective function is non-convex. Instead, convergence to the correct minimum heavily relies on

the initialisation of the parameters and consequently, already fairly accurate initial solutions are

required. Often, coarse methods for object pose estimation are applied to generate initial estimates

for the pose and as a consequence, the actual proposed approach for model fitting only serves as

refinement of the pose and for the estimation of shape. Examples for this strategy can be found in

(Engelmann et al., 2016), where the method of (Chen et al., 2015) for 3D bounding box prediction

is applied for initialisation, or in (Zia et al., 2013), who make use of the detection and viewpoint

prediction approach presented in (Pepik et al., 2015) to define start values for their optimisation

approach.

Other than the approaches listed so far, Zia et al. (2013) do not use first order optimisation tech-

niques for the pose and shape parameter estimation, but instead apply a stochastic hill-climbing

approach for model fitting based on keypoint heatmaps predicted by a RF classifier. This approach

is very similar to the Monte-Carlo based optimisation technique described in Sec. 2.3 and thus,

closely related to the inference method that is applied in this thesis. In (Zia et al., 2013), mul-

tiple particles, each of which corresponds to an object hypothesis, are created as starting points

with their corresponding scores computed from the objective function. Instead of computing the

gradients, the particles are iteratively improved by randomly sampling new particles in their sur-

rounding and preserving the best particles in each iteration. While this procedure in principle is

able to account for the potential multi-modality of the posterior, the results in (Zia et al., 2013)

nevertheless exhibit a high sensitivity to large errors in the initialisation. A reason for this can be

the rather noisy keypoint probability maps that are produced by the RF, leading to ambiguities in

the objective function. In this work, a Monte-Carlo based optimisation technique is also used due

to the mentioned drawbacks of local solvers. In contrast to (Zia et al., 2013), we do not require

any initialisation, proposing a better suited, more distinct, and unambiguous objective function for

vehicle reconstruction.
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3.3 Discussion

The previous sections have given an overview about existing and related work of image based

pose estimation and reconstruction of vehicles. This section briefly summarises open questions

and unsolved problems in the context of shape and pose recovery for vehicles. Based on these

open points, our method will be proposed in the following chapter to tackle the identified research

gap.

The analysis of related work for vehicle reconstruction shows that the majority of approaches

that aim at a 3D pose and shape aware reconstruction of the object follow a model based path

by leveraging a 3D shape prior and fitting it to the image. The ill-posed nature of 3D object

reconstruction from 2D images makes purely data driven approaches difficult to solve due to the

infinite number of combinations of object size, orientation and distance that would lead to the same

appearance of the perspective projection. Constraints that restrict the ill-posed problem are hard

to establish in data driven approaches, which makes the presented related work heavily dependent

on the examples and conditions contained in the training data. Therefore, this thesis follows the

line of model driven work, learning a 3D deformable shape prior to be fitted to the observations

derived from stereo-images to compute the precise pose and shape of vehicles. Existing difficulties

and unsolved problems of related methods that are tackled in the context of this thesis are discussed

in the following paragraphs. The section starts with a discussion of observations used for the model

fitting, followed by a discussion of prior knowledge that is employed to constrain the parameter

space. The last paragraph discusses optimisation procedures applied for model fitting.

Observations

Aligning a 3D model to the image or to information derived from the image requires the establish-

ment of correspondences between model entities and image observations. Most frequently, corre-

spondences are derived from keypoint detections (Pavlakos et al., 2017), but also from reasoning

about edges and contours (Ortiz-Cayon et al., 2016), or from reconstructed 3D points (Engelmann

et al., 2016). As a consequence, the shape and pose of the model is determined by minimizing the

distance between the assigned correspondences of the 3D model and the image observations of the

respective entities.

The usage of semantic keypoints for model fitting has the advantage that the assignment of corre-

sponding entity pairs is well defined. Most approaches make use of a point-wise, i.e. a single pixel

representation of the keypoints, by deriving the image location for each keypoint from probability

maps which are predicted by a CNN (Pavlakos et al., 2017; Chabot et al., 2017; Murthy et al.,

2017b). The model fitting is usually done by minimising the reprojection error between detected

image keypoints and backprojected model keypoints. However, this procedure is intolerant to false

detections and is sensitive to imprecise 2D keypoint localisations leading to potentially large errors
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in 3D. Furthermore, the additional information contained in the probability maps is neglected. The

incorporation of the raw keypoint probability maps into the model fitting procedure is rarely done

in the literature. Yet, the probability distributions are likely to deliver valuable cues, e.g. regarding

the uncertainties of the keypoint predictions. As an exception, in (Zia et al., 2013), a probabilistic

approach for model fitting, which is based on probability maps for keypoints predicted by a Random

Forest classifier, is presented. However, the probability maps obtained by the RF are very noisy,

thus hampering the model fitting performance. In contrast to the RF applied in (Zia et al., 2013),

this thesis presents a multi-task CNN for the generation of observations. The proposed approach

for vehicle reconstruction incorporates keypoint probability maps predicted by one branch of that

CNN, exploiting the more promising performance of deep learning for keypoint detection compared

to a RF classifier. Furthermore, this thesis proposes the additional incorporation of other cues that

were not used in (Zia et al., 2013).

In comparison to keypoints, edges representing the wireframe of the vehicles provide a more com-

prehensive description of the object and therefore deliver an advantageous representation for the

task of model alignment. In existing work, inferring the object wireframe from the image is usually

based on generic edges which are extracted based on image gradients (Ortiz-Cayon et al., 2016),

expecting to actually find the desired edges which correspond to the projections of the object’s

wireframe. Starting from an initial pose, the assignment of image edges to backprojected model

edges is essentially based on nearest neighbour association. This procedure reveals two severe prob-

lems which cause edge-wise representations to be rarely used for model fitting: firstly, shadows,

reflections and lighting conditions are likely to cause undesired or missing edge detections, and

secondly, the naive edge-to-edge association highly depends on the initialisation of the model. A

learning based extraction of wireframe edges which, furthermore, allows the addition of a semantic

component to the edges and therefore facilitates the establishment of edge-to-edge correspondences,

has not been exploited in the literature for vehicle reconstruction so far. In this work, the extraction

of model edges is built upon the hypothesis that, if it is possible to detect specific keypoints, it will

also be possible to detect edges corresponding to the desired model wireframes without the explicit

dependency on good image gradients. Furthermore, it should be possible to differentiate between

edges belonging to different physical parts of the object during the detection, thus enriching the

edge detections by semantic information which allows a more distinct and better defined association

of extracted edges to model contours. To this end, this thesis proposes semantic wireframe edges

as new feature for model fitting. The usage of a CNN is exploited for a contrast and illumination

insensitive extraction of target vehicle wireframes, differentiated by their affiliation to one of the

four vehicle sides (front, left, back, right). Due to the advantages regarding the usage of a proba-

bilistic representation of the observations mentioned above, one branch of the multi-task CNN is

trained to jointly produce probability maps for both, semantic keypoints as well as the semantic

wireframe edges, in order to be incorporated into the model fitting procedure.
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3D points reconstructed from stereo images are used in (Engelmann et al., 2016) for the task of

model fitting by minimising the distance between the 3D points and the surface of the applied

shape prior. While 3D points have the benefit of carrying valuable explicit 3D information, they do

not contain semantic information and therefore, lead to similar point-to-model association prob-

lems as described above in the context of generic wireframe edges. Nearest neighbour relations

are used to associate a 3D point to its corresponding point on the model surface (Engelmann et

al., 2016), which leads to the requirement of fairly precise model initialisations or the need for

additional observations which aid the procedure of model fitting. However, another aspect that

becomes apparent from the literature review is that only few attempts are made to fuse different

domains (e.g. 2D vs. 3D observations) or towards the fusion of different entities (e.g. keypoints vs.

edges) for the purpose of object reconstruction. Mostly, methods are built on top of only one of the

aforementioned domains or entities. The complementary effect or the benefit from redundancy that

the combined incorporation of multiple entities from multiple domains can have on the reconstruc-

tion of objects is barely exploited. To fill this research gap, this thesis proposes a comprehensive

probabilistic model as core of the reconstruction approach which simultaneously incorporates the

keypoint and wireframe detections together with 3D point reconstructions, combining 2D image

with 3D object space observations. Besides, the probabilistic formulation allows to derive a dy-

namic weighting between the different observations based on error propagation, thus reducing the

number of hyperparameters.

Prior information

In exiting approaches, the incorporation of prior knowledge into the model fitting procedure is

often limited to the usage of the shape priors and occasionally to an application of localisation

constraints based on an estimate of the ground plane (Chen et al., 2015). In this work, the ground

plane is not only estimated to simplify the 6DoF pose problem, but also to derive a representation

of free space within the scene, which is incorporated as prior on admissible vehicle locations on the

road surface. To this end, this thesis proposes a probabilistic free-space grid map which makes use

of the 3D stereo point cloud to derive a probability distribution of free space in the scene.

To constrain shape deformations, restricting the shape prior to only result in geometrically valid

shapes, the common approach is to penalise deviations from the mean shape determined from the

training instances, e.g. (Zia et al., 2013). However, this procedure is founded on the assumption

that the difference of vehicle shapes follow a unimodal distribution. Arguably, this assumption does

not hold true and systematically impairs vehicle categories which differ from the average shape.

Instead, in this thesis a multi-modal distribution is assumed for vehicle shapes, with different modes

for different vehicle categories. In this context, a new shape prior is proposed which extends existing

models by explicitly learning the modes of the shape variations corresponding to the different vehicle

types. A prior term is introduced to the probabilistic formulation for model fitting which takes into
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account shape variations based on a predicted probability distribution for the respective vehicle’s

category. To this end, one branch of the multi-task CNN developed in this thesis is trained to

predict the vehicle type and is used to derive a probability distribution for the vehicle type.

Prior information about the viewpoint is used for vehicle model fitting in (Engelmann et al., 2016;

Zia et al., 2013). The authors make use of a coarse prediction of the viewpoint to initialise the

vehicle model and to define start values for the optimisation procedure. If the viewpoint prediction

is accurate enough, their presented approaches for model fitting will be able to deliver a refined

estimate of the pose. However, in case of incorrect prior viewpoint predictions, model fitting is

likely to fail due to its strong dependency on the initialisation, and erroneous viewpoint predictions

cannot be corrected afterwards. A probabilistic prior representation of the viewpoint, which carries

potential uncertainties of the viewpoint prediction in the form of a probability distribution and,

consequently, reduces the sensitivity to erroneous predictions since it allows a correction of incorrect

predictions when it is sufficiently supported by other observations, has not been used for vehicle

reconstruction so far. Therefore, this thesis introduces a regulariser for the vehicle’s orientation

to the proposed approach for model fitting which makes use of probability distribution of the

viewpoint, predicted by a dedicated branch of the multi-task CNN.

CNN

In order to detect object keypoints from images, frequently CNNs are applied in which U-Net-like

architectures are used to predict keypoint heatmaps in a first step (Pavlakos et al., 2017; Murthy

et al., 2017b; Ding et al., 2018) to finally derive the keypoint locations from them. For the training

of the network, the authors make use of the mean-square error loss. However, due to the extremely

small proportion of keypoint pixels w.r.t. non-keypoint pixels in the image, the MSE leads to an

unfavourably broad shape of the loss function (a detailed explanation can be found in Sec. 4.3.5).

To overcome this problem, a new custom loss is proposed in this thesis, introducing a different

weighting for different groups of pixels for the loss computation. Furthermore, the CNN for the

prediction of keypoint heatmaps is extended in this thesis to also produce heatmaps for semantic

wireframe edges which introduced as a new feature for model fitting. This is in contrast to existing

work, where generic edges are extracted for model fitting (Ortiz-Cayon et al., 2016) and the learning

based extraction of semantic edges has not been exploited so far.

CNNs are also used for the prediction of the viewpoint of an object (Tulsiani and Malik, 2015; Su et

al., 2015). Usually, the problem is formulated as a classification task, in which the network is asked

to predict one of a discretised set of viewpoint classes. In this way, the degree of discretisation

defines the granularity of the output. To achieve more fine-grained results more viewpoint classes

need to be distinguished, leading to a higher complexity for the classification task (Su et al., 2015).

Therefore, it is reasonable to expect the classification accuracy to decrease with an increasing
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number and therefore a finer definition of viewpoint bins. In order to profit from the higher

classification accuracy for the coarse class definition and the finer level of detail of the fine class

definition, a hierarchical solution is for the viewpoint classification is proposed in this thesis where

multiple hierarchical layers of classes are combined, each containing different numbers of viewpoint

classes.

Optimisation

Regarding the optimisation of pose and shape parameters, minimising the reprojection error be-

tween image and backprojected model entities is highly sensitive to gross errors and outliers, i.e. to

imprecise and false detections. As in the literature usually local optimisers such as gradient descent

or iterative least squares are used for optimisation (Engelmann et al., 2016; Pavlakos et al., 2017;

Murthy et al., 2017b), the result also highly depends on a good initialisation of the parameters. An

open research gap is to find methods that are insensitive to factors such as incorrect initialisation

and detection errors. In this thesis, a Monte-Carlo based optimisation technique is developed, that

does not require a good initialisation but which can handle the multi-modality of the objective func-

tion. In its principle, the proposed Monte-Carlo optimisation technique is similar to the stochastic

hill-climbing method presented in (Zia et al., 2013). However, while Zia et al. (2013) require fairly

accurate initialisations for their approach to find the optimal values, the optimisation procedure in

this thesis is set up to be invariant w.r.t. the initialisation by defining a sampling strategy covering

the whole range of possible solutions in the parameter space.
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4 Methodology

This chapter presents the core of this thesis and proposes a new, fully automatic approach for the

model based shape and pose recovery of initially detected vehicles from stereo imagery. Sec. 4.1

gives an overview of the method, describing the detailed problem statement and some required

pre-processing operations. The subcategory-aware vehicle model which is learned as a shape prior

for the model fitting approach is described in Sec. 4.2. Sec. 4.3 gives a detailed description of

the new multi-task CNN which extracts the probabilistic information incorporated into the novel

probabilistic model for vehicle reconstruction, which is finally presented in Sec. 4.4. A discussion

about assumptions made in this thesis and about advantages and disadvantages of the proposed

method is given in Sec. 4.5.

4.1 Overview

The essential goal of the proposed method is to recover the precise 3D pose (i.e. the 6DoF parameters

of the position and orientation in 3D) as well as the type and shape of vehicles detected from street-

level stereo images as input. Details and requirements on the input data are given in Sec. 4.1.1. The

proposed processing pipeline is designed to deduce a 3D vehicle model which represents the detected

vehicle best in terms of pose and shape. To this end, a 3D model is fitted to the observed data. The

target parameters are implicitly contained in the fitted model. Sec. 4.1.2 gives a formal description

of the problem statement and introduces the notion of the target parameters. Prior knowledge

about the 3D layout of the observed scene is extracted and used to constrain the parameter space

of the model fitting approach (cf. Sec. 4.1.3). A deformable vehicle model is learned as a shape

prior (cf. Sec. 4.2) and is fitted to the detected vehicles. In the presented method, the detection

of vehicles and their reconstruction are treated as decoupled tasks. To initially detect the vehicles

visible in the stereo images, a state-of-the-art detection method is adapted and its output is tailored

towards the requirements for the proposed vehicle reconstruction method (cf. Sec. 4.1.4).

Based on the initial vehicle detections, the core of the proposed method consists of (1) a novel

subcategory-aware deformable vehicle model (Sec. 4.2), (2) a multi-task CNN (Sec. 4.3), trained

to extract various pieces of semantic information from the vehicle detections to be incorporated

into (3) an extensive probabilistic model that is designed to find the best fitting instance of the
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Figure 4.1: Overview of the proposed framework. The input of the method is a stereo-image pair

and a disparity map to derive 3D information. In an intermediate step, vehicles and

their segmentation masks are detected and global scene layout is derived from the 3D

data. The vehicle detections are fed through the proposed CNN to derive probabilistic

information about orientation, type and locations of vehicle keypoints as well as wire-

frame edges. In the final reconstruction step, a parametrised instance of the deformable

shape prior is fitted to each vehicle detection.

deformable model for each vehicle (Sec. 4.4). The general framework of the proposed approach is

depicted in Fig. 4.1 and will be presented in the following sections.

4.1.1 Input

The input to the proposed method consists of stereoscopic image pairs. The following assumptions

are made w.r.t. the imagery to be processed by the present approach. The images are acquired at

street level, e.g. by a stereo rig attached to a moving platform. The stereo head is calibrated so that

the interior and relative orientation incl. the base-length are assumed to be known. The images

are assumed to be rectified so that epipolar lines correspond to image rows. The synchronisation

of the stereo pair is sufficiently accurate so that the influence of object and camera movements can

be neglected.

The left stereo partner is defined to be the reference image. To derive 3D information, dense

matching is applied to calculate a dense disparity map for every stereo pair. The state-of-the-

art ELAS matcher (Geiger et al., 2011) is used for this purpose. The disparity images are used
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to reconstruct a 3D point cloud in the 3D model coordinate system MC from every pixel of the

reference image via triangulation. The origin of the model coordinate system is defined to be the

projection centre of the left camera. Its MX/MY plane is parallel to the image plane of the epipolar

images and the MZ-axis points into the viewing direction (cf. Fig. 4.2).

4.1.2 Problem statement

The ultimate goal of the proposed method is to detect the set of vehicles V visible in the given

stereo pair and to recover their precise 6DoF poses in the coordinate system MC, i.e. their poses

relative to the reference camera of the stereo rig. For this purpose, we describe each stereo scene

by a 3D ground plane Ω ∈ R
3. The extraction of the ground plane and the construction of a

coordinate frame ΩC attached to that plane are described in the subsequent Sec. 4.1.3. Further,

each vehicle v ∈ V is associated with its state vector s=(t, θ, γ). The state vector contains the

pose and shape of the vehicle represented by its position t = [tx, ty, tz = 0] on the ground plane

in ΩC, its orientation θ, i.e. the rotation angle about the normal vector of the ground plane and

a vector γ determining the shape of a deformable ASM representing the vehicle (cf. Sec. 4.2). It

has to be noted that the 6DoF vehicle pose parameters w.r.t. the reference camera can easily be

derived from the 2D pose t and θ on the ground plane, knowing the rigid transformation between

the ground plane system ΩC and the model system MC (cf. Sec. 4.1.3).

4.1.3 Scene layout

Prior to vehicle reconstruction, the stereo data is used to derive knowledge about the 3D layout of

the scene, represented by the 3D ground plane and a probabilistic free-space grid map. Introducing

the requirement for vehicles always to be located on the ground plane, estimating that plane

reduces and constrains the parameter space of the model fitting approach. More specifically, the

determination of the ground plane predetermines three of the 6DoF vehicle pose parameters (1

translational and 2 rotational parameters).

Ground plane

Given a street-level acquisition setup with an approximately horizontal viewing direction, the 3D

points belonging to the ground plane correspond to the set of 3D points with the largest vertical

coordinate (i.e. with the maximum value of MY ; note that MY points downwards). RANSAC

(Fischler and Bolles, 1981) is applied to a user-defined percentage of the stereo point cloud exhibiting

the largest vertical coordinate values to find the ground plane Ω as the plane of maximum support.

All inliers of the final RANSAC consensus set are stored as ground points XΩ. Additionally to

the model coordinate system MC, a local ground plane coordinate system ΩC is defined. Its origin

corresponds to the orthogonal projection of the model system origin to the ground plane. Its ΩZ-

axis is defined to be identical to the direction of the plane normal vector and the ΩX/ΩY plane lies
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Figure 4.2: Illustration of the model coordinate system MC, the ground plane coordinate system
ΩC, and the vehicle coordinate system AC, as well as the ground plane Ω and the vehicle

model state parameters for position t = [tx, ty], orientation θ and shape γ.

in the ground plane (cf. Fig. 4.2). More specifically, the direction of ΩY is defined as the projection

of the MZ axis to the ground plane and ΩX completes ΩC as an orthogonal right-handed system.

By determining the rotation matrix Q and the translation vector T as the parameters of a rigid

transformation between both systems, a point MX in the model system can be transformed to the

ground plane system by

ΩX = Q · MX+ T (4.1)

and vice versa.

Probabilistic free-space grid map Based on the ground plane points XΩ and all remaining

points not belonging to the ground plane, the latter representing the set of arbitrary object points

XObj , it is possible to reason about free-space in the observed scene, i.e. areas on the ground plane

not being occupied by any object. A probabilistic free-space grid map Φ is created to quantitatively

represent the free-space areas. For this purpose, a grid is created in the ground plane consisting

of square cells with a side length lΦ. For each grid cell Φg with g ∈ [1, G] the number of ground

points ng
Ω and the number of object points ng

Obj whose orthogonal projection falls in the respective

cell are counted. The probability ρg of each cell to be free-space is calculated according to

ρg =
ng
Ω

ng
Ω + ng

Obj

(4.2)

Grid cells without any projected points are marked as unknown. Fig. 4.3 visualises the free-space

grid map for an exemplary scene.

In the probabilistic model proposed in this thesis for vehicle reconstruction, the free-space grid map

is used to derive prior information about the vehicle’s position (cf. Sec. 4.4).
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Figure 4.3: Visualisation of the probabilistic free-space grid map Φ. Left: Visualisation of the

grid cells g in the image, coloured by the probability ρg of being free space. Right:

visualisation of Φ from the same scene, but in top-view. The blue circles indicate the

3D triangulated object points XObj .

4.1.4 Detection of vehicles

As an initial step of the method presented in this thesis, the presence and location of vehicles in the

input images has to be discovered. This is a classical object detection and instance segmentation

problem which has been extensively investigated for the last couple of years, with the result of

very well performing object detection approaches being available today. One example is the Mask-

RCNN (He et al., 2017) (cf. Sec. 2.1.2) which, besides its good performance in object detection,

has the advantage of not only delivering bounding boxes containing instances of a specific object

category: In addition, the Mask-RCNN infers a binary segmentation mask for each detected object

instance. In this thesis, the Mask-RCNN, pre-trained on the COCO dataset (Lin et al., 2014a),

is applied to the reference image to initially obtain the set of detected vehicles V. Each vehicle

v ∈ V is associated with an observation vector odet = (Xv,
lB, rB) containing a set of object points

Xv, as well as its bounding boxes lB and rB in the left and right image, respectively. To extract

the vehicle points Xv, the 3D points reconstructed from the disparities of the foreground pixels

belonging to the respective segmentation mask are chosen initially. This initial set of 3D points

is likely to contain outliers due to segmentation and/or matching errors. To isolate outliers, the

number of neighbouring points within a user-defined radius is determined for each point in Xv.

Each point whose number of neighbours falls below a predefined threshold is treated as an outlier

and rejected from Xv. Naive nearest neighbour search for a large number of points is prohibitively

slow. Kd-trees (Bentley, 1975) provide an efficient data structure for nearest neighbour search and

hence are utilized for this purpose. More precisely, the approximate nearest neighbour search based

on kd-trees proposed in (Muja and Lowe, 2009), which is much faster than the exact search with

only a minor loss in accuracy, is exploited in this thesis. While the vehicle bounding boxes in the

left image lB are delivered as an output of the Mask-RCNN, the filtered point clouds Xv are used
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to deduce the corresponding bounding boxes in the right image. For this purpose, the 3D points

Xv are projected to the right image, resulting in a set of image coordinates. The vehicle bounding

box rB is defined as the minimum axis parallel rectangle enclosing this set of image points. The

approach for vehicle reconstruction presented in this thesis builds upon the vehicle detections by

fitting a deformable vehicle model to each detected vehicle.

4.2 Subcategory-aware 3D shape prior

In this work, an Active Shape Model (ASM) is learned as a deformable shape representation for the

object class vehicle according to the description in Sec. 2.2, to be incorporated as a shape prior for

vehicle reconstruction. A set K of a total number of CK of 3D keypoints were manually labelled for

a variety of CAD models of vehicles belonging to one of a set of different vehicle types T . (In the

experiments of this thesis, seven vehicle types are distinguished with T = {Compact Car, Sedan,

SUV, Estate Car, Sports Car, Truck, Van}). Within K, the keypoints represent a fixed structure,

i.e. consistently for all CAD models, each keypoint describes the same semantic vehicle point,

which, however, exhibits different coordinates in the vehicle’s body frame AC for each CAD model.

The body frame AC is a coordinate system attached to the vehicle with its origin at the centre

of the vehicle’s footprint, its AY axis pointing in forward direction of the vehicle and its AZ axis

pointing upwards. Its AX axis completes AC as an orthogonal right-handed system (cf. Fig. 4.2).

A synthesised model, deformed according to the shape parameters γ following Eq. 2.10, is denoted

by M(γ) and contains the deformed vertex positions of every keypoint in body frame coordinates.

It has to be noted that in the practical realisation of the presented method, not all eigenvalues

and eigenvectors of the ASM are considered. Instead, in order to reduce the dimensionality of the

unknown shape parameter vector γ, the number ns of considered shape parameters is restricted

and is defined as a proper tradeoff between the complexity of the model and the quality of the

model approximation (cf. Sec. 5.3.1). A fully parametrised instance of a 3D vehicle ASM in the

ground plane coordinate system ΩC, denoted by M(s), can be created by shifting and rotating the

deformed model M(γ) on the ground plane according to the translation vector t and a rotation

about the AZ axis with the heading angle θ by

Mk(s) = Rz(θ) ·Mk(γ) + t (4.3)

where k is an index for the keypoints in K and Rz(θ) is a rotation matrix which performs the

rotation according to the vehicle’s orientation θ.

4.2.1 Geometrical representation

While the classical representation of an ASM only contains explicit information about the keypoints

(Cootes et al., 1995), in this work, the ASM is enriched by an additional explicit definition of the
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model surface as well as a definition of model wireframe edges. In particular, a triangular mesh

M∆ is defined for the ASM vertices K to represent the model surface. Every entry of M∆ contains

a triplet of keypoints defining a single triangle. Automatic methods to generate the triangulated

surface, such as convex hull (Barber et al., 1996) or Delauney triangulation (Cignoni et al., 1998)

approaches were found to deliver partially incorrect surface representations for the vehicle ASM due

to its non-convex shape or its unsuitable distribution of the keypoints. This is why the topology of

the mesh representing the surface of the ASM is manually defined once and kept constant for all

generated, deformed models. A visualisation of the defined triangular vehicle mesh can be found

in Fig. 4.4. Note that keypoints exist (e.g. the center point of the wheels) which are not part of

the triangulation in order to decrease the number of faces.

Moreover, edges connecting two keypoints are manually chosen to define a wireframe topology MW

of the vehicle model, consisting of both, crease edges that describe the outline of the vehicle, and

semantic edges describing the boundaries between semantically different vehicle parts. Each entry

of MW contains a tuple of keypoints from K defining a single edge of the wireframe. The edges

chosen for this purpose are depicted in Fig. 4.4. Furthermore, the wireframe MW is subdivided

into four groups of wireframe edges Mw
W , each of which contains all edges in MW belonging to

the wireframe of one of the four vehicle sides w ∈ {front, back, left, right}. Note that the edges

in the four wireframe subsets are not mutually exclusive, as a wireframe edge can belong to two

of the distinguished vehicle sides. This distinctive wireframe representation adds further semantic

information to the edges. The approach for vehicle reconstruction proposed in this thesis makes use

of this semantic wireframe distinction by learning a CNN based detector for each of the wireframe

representations Mw
W (cf. Sec. 4.3.4).

In addition to that, a subset of keypoints is chosen to contain the appearance keypoints KA ⊂ K for

which an image based detector is learned as well (cf. Sec. 4.3.4). This set of keypoints contains a

number of CA keypoints with a potentially distinctive appearance, such as centre points of wheels,

corner points of the wind shield and the rear window, front and back lights, etc. In comparison

to the commonly used keypoint based ASM representation (Zia et al., 2013; Pavlakos et al., 2017),

the ASM proposed in this thesis is extended by the explicit definition of the 3D surface, by the

wireframe definition described earlier, as well as by the subcategory awareness which is described

subsequently in Sec. 4.2.2. The triangulated surface as well as the wireframe and appearance

keypoint definition can be seen in Fig. 4.4.

4.2.2 Mode Learning

A common practice in the literature is to constrain the shape parameters according to the deviations

from the mean shape m (Zia et al., 2013; Engelmann et al., 2016), i.e. according to the deviations

of γ from the zero vector (cf. Eq. 2.10). This strategy follows the assumption that the distribution
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Figure 4.4: Visualisations of the ASM. In the centre, the mean model is depicted with crease edges

in red and semantic edges in blue. The triangulated surface is shown in black, the

appearance keypoints in green. Additionally to the mean model, deformed models

corresponding to the modes γτ for seven vehicle categories are shown.

of vehicle shape deformations that are represented by the underlying principal components of the

ASM corresponds to an unimodal distribution. However, rather than following a simple distribution

having only one mode, there are several disjoint modes for different vehicle classes. As an example,

let T only contain the types Van and Sports Car, then the mean model represents a shape which

is neither a Van nor a Sports Car. Penalising the deviations from the mean shape is therefore not

reasonable in this example. In contrast, in this work, the mode for each of the vehicle types in T is

determined in addition to the general ASM formulation. During reconstruction, a prediction of the

vehicle type (cf. Sec 4.3.2) is used to penalise deviations from the corresponding mode instead of the

global mean shape. We denote the mode for every vehicle type τ ∈ T by γτ , a vector representing

the shape parameters that describe the mean shape mτ of all training exemplars associated to the

respective type τ such that following Eq. 2.10 the mean category shape and its residuals vτ are

expressed by

mτ + vτ = m+

ns∑

s=1

γτs σses. (4.4)

The modes are calculated according to a least-square fitting of the overall ASM to the mean shape

of each type by

γτ = (ATA)−1AT(mτ −m), (4.5)

where m is the mean model of all training exemplars. The mean shape of each type mτ is calculated

in advance, given the CAD models and their annotated vehicle category. In this context, it has

to be noted that the only additional annotation effort that is required for the proposed mode
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learning approach consists of associating a vehicle type label to each CAD model used for learning

the ASM. The Jacobi matrix A is calculated from the partial derivatives of the linear Eq. 2.10

by the shape parameters γs. Given Eq. 2.10, the sth column of A corresponds to the eigenvector

es multiplied with the respective eigenvalue σs. With CK keypoints defining the ASM and ns

parameters that are considered during vehicle reconstruction, the dimensions of the Jacobi matrix

are equal to [CK · 3 × ns]. As a consequence of the properties of A mentioned above and due

to the orthonormality of the eigenvectors es, (A
TA) = diag(σ2

1, ..., σ
2
ns
). Furthermore, the s’th

row of AT(mτ − m) can be expressed by the scalar product 〈es,m
τ − m〉 multiplied with the

corresponding eigenvalue σs. Therefore, Eq. 2.10 can be simplified as the sth component of the

target shape vectors γτ can be calculated by

γτs =
1

σs
〈es,m

τ −m〉. (4.6)

The mean ASM model as well as the deformed models according to the modes γτ are shown in

Fig. 4.4.

4.3 Multi-Task CNN

As a first step of the model-based vehicle reconstruction, a mulit-task CNN is trained and used to

infer semantic information to be used in the probabilistic model. The input to the network is an

image showing a vehicle, cropped by the detection bounding box. The multi-task CNN consists of

one common input branch and three individual output branches, each of them corresponding to one

task, respectively. Unless specified differently, 3x3 filters are used in the convolutional layers and

2x2 filters with stride 2 are used for max pooling and upsamling operations. The overall architecture

of the network can be seen in Fig. 4.5. The network output consists of a probability distribution

ΠT for the vehicle’s type, a probability distribution Πϑ for the vehicle’s viewpoint, probability

heatmaps HK for vehicle keypoints, and probability heatmaps HW for the vehicle wireframe edges.

More details will be given in the following sections.

Notation: In this work, all vehicle detections in the reference (left) image, cropped by their

respective bounding box, are fed into the network to infer the viewpoint probability distributions

ΠT and Πϑ, the keypoint heatmaps lHK and the wireframe heatmaps lHW . Additionally, the

keypoint and wireframe heatmaps rHK and rHW are computed for the corresponding bounding box

crops of the right image by feeding the detection window through the keypoint/wireframe branch.

The results are gathered in an additional observation vector ocnn = (lHK,
lHW , rHK,

rHW).
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Figure 4.5: Architecture of the multi-task CNN. The input is a 3 channel image of size 224x224.

The convolutional filters have size 3x3, max pooling and upsampling use filter size 2x2

and stride 2. The number of filters is denoted by d in the figure. Further explanations

are given in the main text.

4.3.1 Input branch

The input to the network is a 3-channel image of size 224x224. Bilinear interpolation is used to

resize image crops of the vehicle detections to the required size. The input branch acts as a shared

backbone feature extractor of the CNN. The architecture of the VGG19 network (Simonyan and

Zisserman, 2015) is adopted for this purpose (cf. Sec.2.1.2), defining the input branch to correspond

to the first 16 layers of that network. Thus, this branch contains 12 convolutional layers and

performs four max pooling operations. The number of filters d applied in each layer is given in

Fig. 4.5. The feature map of size 14x14 produced by the input branch is forwarded to the task

specific branches which are explained in the following sections.

4.3.2 Vehicle type branch

The vehicle type branch is used to obtain a prediction of the vehicle type for the target vehicle shown

in the input image window. More specifically, this branch starts with a series of four convolutional

layers followed by a max pooling layer. Together with the input branch, this branch complements

the VGG19 architecture. Two fully connected layers are applied at the end of the branch and a

softmax classification head delivers a class score for each of the vehicle type classes in T defined in

Sec. 4.2. The scores are interpreted as probabilities for the target vehicle to belong to the respective

classes. The scores are gathered in a vector ΠT , thus representing the probability distribution for

the vehicle type. This distribution is incorporated as prior information into the probabilistic model
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for vehicle reconstruction to introduce constraints on the deformations of the ASM used as shape

prior.

4.3.3 Viewpoint branch

The viewpoint branch is added to the CNN in order to derive a probability distribution Πϑ for the

vehicle’s viewpoint ϑ, which can be incorporated as prior information about the vehicle orientation

into the probabilistic approach for model fitting proposed in this thesis.

To estimate the vehicle orientation θ directly based on the detection window would require knowl-

edge about the location of the window within the image. As can be seen in Fig. 4.6, the vehicle

passing by the camera moves along a straight line and consequently possesses a constant orientation

θ. Its viewpoint however, i.e. the angle w.r.t. the image ray through the center of the image patch

showing the vehicle, changes, which leads to appearance changes apparently causing the vehicle to

rotate. This is the reason why the viewpoint branch is designed to predict a probability distribution

Πϑ for the vehicle viewpoint ϑ, which describes the aspect under which the vehicle is seen. As

depicted in Fig. 4.7a, the viewpoint is defined as the angle between the reference image ray to the

center of the vehicle and the vehicle’s longitudinal axis AY (red arrow in Fig 4.7a). Given the

direction of the image ray ρ, the vehicle orientation θ can directly be computed from the viewpoint

via

θ = 180◦ − ϑ− ρ. (4.7)

In order to derive a probability distribution for the viewpoint of the vehicle, which can later be

used in our probabilistic formulation for model fitting, a classification network is set up rather

than a regression network. The classes correspond to discretised orientation bins for the viewpoint

estimation.

The design of the viewpoint branch follows two assumptions regarding the general behaviour of a

viewpoint classifier: First, it is reasonable to expect the classification accuracy to decrease with

an increasing number and therefore a finer definition of viewpoint bins. Secondly, classification

errors are expected to primarily occur for vehicles with viewpoint angles close to the bin borders,

i.e. being distributed close to the diagonal of the confusion matrix. Inspired by Yan et al. (2015),

to consider the first assumption, three hierarchical layers of classes are combined for classification,

containing different numbers (4, 8 and 16) of viewpoint classes. Thus, we strive to profit from the

higher classification accuracy for the coarse class definition and the finer level of detail of the fine

class definition. To consider the second assumption, the viewpoint bins of the individual layers

overlap so that finer viewpoint classes do not share borders with coarser classes. The hierarchical

division of viewpoint classes can be seen in Fig. 4.7b.

However, in contrast to Yan et al. (2015), no conditional hierarchical classification is applied,

in which the output of the coarse classification layers decides about the execution of individual
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Figure 4.6: Viewpoint changes of a car passing by the camera. Top: Images of three subsequent

time steps in which a car passes by the camera. Bottom: The cropped vehicle images.

According to the viewpoint, the vehicle seems to rotate while the orientation in the

camera model system stays constant.
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Figure 4.7: Definition of the viewpoint angle (a) and of the hierarchical viewpoint classes (b).

Details on the functionality of the probabilistic averaging layer are shown in (c). Further

explanations are given in the main text.

classifiers for the finer layers, because in that case, the output for images that are passed on to

an incorrect fine classifier cannot be corrected anymore. Instead, the viewpoint branch is split

into three classification branches (Branch I-III), consisting of four convolutional layers followed

by a max pooling layer and two fully connected layers (cf. Fig. 4.5). Each classification branch

ends in a softmax classification head, one for each hierarchical class layer, and skip-connections are

established from features extracted at coarser layers to the feature extraction pipeline of the next

finer layers. In this way, the fine category classifiers can profit from the information extracted by

the coarse classifiers but are independent from their predictions. The class-wise output scores of the

classification heads are interpreted as probabilities. To derive a viewpoint probability distribution

from each of the classification heads, a vector of length 720 is created, in which each entry is

associated to the viewpoint discretised in 0.5◦ steps. Each value of the vector is set to the probability

of the viewpoint class which the respective discretised viewpoint entry belongs to, according to the

class definition shown in Fig. 4.7b. This results in the vectors to contain coarse-to-fine step functions
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representing the viewpoint probability distributions of each hierarchy layer (cf. Fig. 4.7c). These

step functions are used as input to a probabilistic averaging layer producing the final probability

distribution based on averaging the step functions, followed by a Gaussian kernel applied to the

averaged function. The Gaussian kernel is used to smooth the result, reducing the effects of potential

classification errors primarily expected at the bin borders. Fig. 4.7c visualises the functionality of

the probabilistic averaging layer.

To summarise, the hierarchical class structure serves two purposes. On the one hand, we suppose

to benefit from the more reliable output of the coarse layers while still leveraging the more de-

tailed output of the finer layers. On the other hand, due to the overlapping viewpoint bins, the

effect of misclassifications occurring between neighbouring viewpoint classes is mitigated. Com-

pared to non-hierarchical approaches, e.g. (Tulsiani and Malik, 2015), we expect to achieve a more

adequate probability distribution for the viewpoint by making use of the proposed hierarchical

classifier.

4.3.4 Keypoint/Wireframe branch

This branch corresponds to a decoder network, upsampling the output of the input branch to the

original input resolution. Following the vehicle keypoint and wireframe definitions made in Sec. 4.2,

the goal of this branch is to predict the presence of the appearance keypoints and the wireframe

edges in the image. Inspired by Newell et al. (2016) and Murthy et al. (2017a), it is trained to

produce one heatmap Hc
K for every appearance keypoint c ∈ [1, CA] in KA. Additionally, the

network is adapted to also output heatmaps Hw
W for the vehicle wireframe edges. More specifically,

the network predicts one heatmap for each of the wireframe definitions associated to the four

sides w ∈ {front, back, left, right}. A detailed definition of the appearance keypoints and wireframe

edges the network is supposed to predict has been given in Sec. 4.2. The values at each pixel

position of the resulting heatmaps correspond to a probability for the presence of the respective

keypoint/wireframe edge at that position. Together with the input branch, the keypoint/wireframe

network follows a symmetrical UNet-like (Ronneberger et al., 2015) architecture including skip

connections between corresponding layers of the encoder and decoder blocks (cf. Sec. 2.1.2). Nearest

neighbour upsampling is used to upsample the feature maps. The head of this branch consists of

CA + 4 convolution filters producing the CA keypoint and the four wireframe heatmaps, using

a sigmoid activation function (cf. Eq. 2.1) to produce pixel-wise outputs in the interval [0, 1] ,

denoting the probability for the occurrence of a keypoint or wireframe edge of a given type at the

respective pixel position, respectively.
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4.3.5 Training

The input branch is initialised from the corresponding layers of the VGG19 network (Simonyan and

Zisserman, 2015), pre-trained on ImageNet (Russakovsky et al., 2015), and frozen during training.

The remaining convolutional layers are initialised using the He initialiser described in (He et al.,

2015). To train the proposed network, images of vehicles cropped by the tightly enclosing bounding

box of the vehicles are used. A groundtruth viewpoint, keypoint annotations and the vehicle type

(one out of T ) are available for each sample. The viewpoint classes needed for the viewpoint branch

are derived from the groundtruth viewpoint angles according to our viewpoint class definition in

Fig. 4.7b. The viewpoint branch is trained using a categorical cross-entropy loss (cf. Eq. 2.5) at

each classification head given the groundtruth bin containing the groundtruth viewpoint of the

training images. The categorical cross-entropy is also used to train the vehicle type branch.

For the keypoint/wireframe branch, training images are created using annotated image keypoints.

Given a list of the annotated keypoint image coordinates for the keypoints KA, one reference image

is created for every keypoint, respectively. When a keypoint is not visible, the corresponding

reference image contains 0 everywhere. When a keypoint is visible, instead of setting a value of

1 at the corresponding annotated keypoint position, it is represented by a 2D Gaussian centred

at the keypoint position in the reference image. This accounts for annotation uncertainties and

for keypoints whose reference points on the vehicle are geometrically not precisely defined, like for

instance the corner points of the roof or of the engine cover. Assuming the geometrical uncertainty

of the keypoint definition on a vehicle to be rK , the standard deviation of the 2D Gaussian sG is

computed according to

sG =
fc

distveh
· rK , (4.8)

with the focal length fc and the distance of the vehicle to the camera distveh. By doing so, the size

of the Gaussian varies according to the distance of the vehicle from the camera and thus adapts

to the size of the bounding box. This procedure leads to wider Gaussians for keypoints of vehicles

which are close to the camera and narrow Gaussians for keypoints of vehicles that are further

away.

One training image for each of the defined wireframes belonging to one of the sides w ∈ {front,

back, left, right}, respectively, is automatically created from the given keypoint annotations. To

this end, for every keypoint tuple representing an edge of the wireframe topology Mw
W , all pixels

being crossed by the line connecting the two keypoints are set to 1. A Gaussian kernel is used to blur

the reference wireframes using the standard deviation sG of the Gaussian as explained above. Note

that by this procedure, no additional manual annotation of image wireframes is required.

Training of the keypoint/wireframe branch is done by comparing the predicted heatmaps to the

reference heatmaps. In (Newell et al., 2016) and (Murthy et al., 2017a), a mean squared error

(MSE) loss (cf. Eq. 2.6) is used for training, in which each pixel contributes equally to the loss.
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Figure 4.8: Toy example showing a reference keypoint heatmap and two potential predicted

heatmaps for an image of size 224x224 in the top row. In Prediction A, no keypoint has

been predicted at all, while in Prediction B, an erroneous keypoint has been predicted.

The bottom row shows the pixel-wise squared error computed from comparing the two

predicted heatmaps to the reference heatmap, respectively.

Table 4.1: Values of different loss metrics for the toy example shown in Fig. 4.8.

Prediction A Prediction B

LMSE 0.0030 0.0061

Ltrue
MSE + Lfalse

MSE 0.1818 0.1849

LKW 0.1818 0.3667

In the use case of detecting keypoints and edges, the MSE leads to an unfavourably broad shape

of the loss function due to the extremely small number of keypoint/wireframe pixels compared

to non-keypoint/non-wireframe pixels in the groundtruth. A numerical toy example, depicted in

Fig. 4.8 and Tab. 4.1, demonstrates this problem. Fig. 4.8 shows an exemplary reference keypoint

heatmap as a 3D surface (left), as well as two variants of potential heatmap predictions, in both of

which the reference keypoint has not been predicted correctly. While in Prediction A, no keypoint

is detected at all, in Prediction B an erroneous keypoint is predicted. As can be seen from Tab. 4.1,

which shows different loss metrics calculated for the described scenario, predicting a heatmap that

only contains zero values already delivers a relatively small mean squared error loss, with LMSE

close to zero, due to the small proportion of non-zero pixels compared to the zero-pixels in the

reference. Even predicting an erroneous keypoint (Prediction B), i.e. a false positive detection,

does not increase LMSE much. Due to this problem, very small gradients are obtained by the SGD

using the standard MSE loss, leading to difficulties in training the network.
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To overcome this problem, a new custom keypoint/wireframe loss LKW is applied with

LKW = Ltrue
MSE + Lfalse

MSE + Lpred
MSE. (4.9)

Here, Ltrue
MSE, L

false
MSE and Lpred

MSE correspond to individual MSE, each computed for a different subset of

pixels. In Ltrue
MSE only pixels with groundtruth values larger than zero are considered, whereas Lfalse

MSE

only considers pixels with groundtruth values equal to zero. In this way, the keypoint/wireframe

and non-keypoint/non-wireframe pixels contribute to the loss with equal weight. As can be seen

from Tab. 4.1, this leads to a more distinct loss compared to the standard MSE loss. However,

comparing Ltrue
MSE + Lfalse

MSE for Predictions A and B, only a small difference in the loss is visible. In

other words, using the two MSE terms presented so far leads to better gradients for missed keypoint

detections but still exhibits vague gradients in the case of erroneous predictions. Consequently, an

additional term Lpred
MSE is added to the loss function. This term computes the MSE considering

all pixels whose predicted probability exceeds a predefined threshold tpred. Thus, this term puts

emphasis on all (correct and incorrect) keypoint/wireframe detections and, therefore acts as an

additional penalty of false positive detections (cf. Tab. 4.1).

The network is trained using the Adam optimizer (Kingma and Ba, 2015), a variant of stochastic

mini-batch gradient descent. Learning rate decay is applied to improve training. Batch normal-

isation (Ioffe and Szegedy, 2015) is used and Dropout (Srivastava et al., 2014) is applied to the

fully-connected layers. The definition of the required hyper parameters used in this thesis is given

in Sec. 5.3.2. The network architecture and training was implemented in Keras (Chollet et al.,

2015).

Data augmentation

To increase variation in the data during training, data augmentation is applied to the training data.

The training images are horizontally flipped to double the amount of training data by adapting

the viewpoint classes and keypoint/wireframe labels accordingly. The classes for the vehicle type

remain unchanged. During training, random crops between 0 and 20% of the bounding box width

are applied to the image width to simulate occlusions. We expect this to help the network to derive

suitable features even if the vehicles are not fully visible. Further, a random value γc in the range of

[0.1, 2.0] is used to apply gamma correction to the training images. The gamma correction changes

an image according to

O = Iγc (4.10)

such that γc < 1 produces a brighter output image O than the input image I and vice versa.

Applying a non-linear contrast change for data augmentation is mainly motivated by the inten-

tion to make the keypoint/wireframe branch insensitive to contrast variability in the data. The

gamma correction is applied during training to enforce robustness against illumination conditions,

background-foreground contrast, shadowing, etc.
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4.4 Probabilistic vehicle reconstruction

Given the vehicle detections v ∈ V and the observation vector o = (odet,ocnn) associated to each

detection, a vehicle model M(s) is fitted to each detection by finding the optimal state variables

ŝ = (t̂, θ̂, γ̂) for position, orientation and shape. The observation vector odet contains the 3D vehicle

pointsXv (cf. Sec. 4.1.4) and the observation vector ocnn contains the heatmapsHK andHW for the

keypoints and the wireframes (cf. Sec. 4.3), respectively. For the purpose of vehicle reconstruction,

a probabilistic model is formulated that simultaneously fits the surface of the 3D ASM to the stereo

reconstructed 3D points, matches model keypoints to the detected keypoints and aligns the model

wireframe to the wireframes inferred by the CNN. The inferred scene knowledge in form of the

free-space grid map as well as the probability distributions for orientation and the vehicle type

are incorporated in the probabilistic model as state priors. Using a probabilistic formulation, the

optimal state ŝ can be derived by maximising the posterior

p(s|o) ∝ p(o|s) · p(s) → max . (4.11)

In this work, we make the simplifying assumption that the observations Xv, HK, and HW are

conditionally independent. Further, the assumption is made that the groups of state parameters,

i.e. the position parameters t, the orientation θ and the shape parameters γ, are also independent

from each other. As a consequence, the likelihood p(o|s) can be factorised by individual likelihood

terms, jointly incorporating both, 2D and 3D information derived from the stereo pairs and the

CNN described in Sec. 4.3. The prior acts as a regularisation term on the state parameters and is

factorised by one individual factor for each group of parameters, namely for position, orientation

and shape, respectively. Neglecting the evidence p(o), which does not depend on s, the complete

formulation of the posterior results in

p(s|o) ∝ p(Xv|s) · p(HK|s) · p(HW |s)
︸ ︷︷ ︸

Observation likelihood

· p(t) · p(θ) · p(γ)
︸ ︷︷ ︸

State prior

. (4.12)

This model is visualised in Fig. 4.9. The likelihood is composed of a 3D likelhihood p(Xv|s) based

on the 3D vehicle points Xv as well as the keypoint and wireframe likelihoods p(HK|s) and p(HW |s),

which are based on the keypoint and wireframe heatmaps HK and HW , respectively. The state

priors for position, orientation and shape are derived based on the probabilistic free-space grid map

Φ, the probability distribution for the viewpoint Πϑ and the prediction for the vehicle type ΠT ,

respectively. An energy function E is defined, which corresponds to the negative logarithm of the

posterior of Eq. 4.12 and which is minimised to find the optimal state parameters:

E(s) = − log p(Xv|s)− log p(HK|s)− log p(HW |s)− log p(t)− log p(θ)− log p(γ). (4.13)

The formulation of the individual likelihood and prior terms is explained in detail in the following

sections.
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Figure 4.9: Visualisation of the probabilistic model. An ASM is jointly fitted to the reconstructed

3D points Xv, the wireframe heatmap HW and the keypoint heatmaps HK. The prob-

abilistic free-space grid map Φ and the probability distributions for the viewpoint and

the vehicle type Πϑ and ΠT act as regularisers on the state parameters s.

4.4.1 3D likelihood

Given the 3D points Xv, reconstructed from image points representing the surface of a vehicle

(cf. Sec. 4.1.4), this likelihood aims at finding an instance of a deformed and transformed ASM

representing the vehicle’s surface in the best possible way. To achieve this goal, the 3D likelihood

is based on the distance of the 3D points Xv from the Model surface M∆ of the model M(s):

log p(Xv|s) = −
1

P

∑

x∈Xv

LH(x,M∆)

2σx2
. (4.14)

Here, P is the overall number of 3D points in Xv and σx is the depth uncertainty of the individual

3D point x which is propagated from the stereo triangulation using an uncertainty for the disparity

estimation σdisp of 1 [px] using

σx =
fc ·B

disp2
· σdisp. (4.15)

In this equation, fc is the focal length, B is the stereo base-length, and disp is the disparity. To

add robustness against possible outliers remaining in Xv we use the Huber loss (Huber, 1964) to

calculate the distance LH(x,M∆) using

LH(x,M∆) =







d(x,M∆)
2 if d(x,M∆) ≤ σx,

2σx · d(x,M∆)− σx
2 otherwise.

(4.16)

The Huber distance is more robust against outliers compared to the quadratic distance d(x,M∆)
2

of a 3D point x to the model surface M∆. To determine d(x,M∆), the distance of the 3D point

x to every triangle in M∆ is calculated and the distance to the model surface is defined as the

smallest distance found. This likelihood gives a measure of the correspondence of the 3D vehicle

points with the surface of the vehicle model. Minimizing this term fits the 3D ASM to the 3D point

cloud.
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4.4.2 Keypoint likelihood

The keypoint likelihood is based on the intuition that, when backprojected to the image planes, the

keypoints of the ASM representing the true vehicle should be supported by keypoint detections

inferred from the image data at or close to the backprojected keypoint positions. Following this

intuition, the keypoint heatmaps HK are used to derive this likelihood. For this purpose, the

keypoints KA of the model M(s) are backprojected to the stereo images, resulting in a list of

c = [1, CA] image points u
l/r
c for both, the left (l) and right (r) stereo images, respectively. Note that

the CNN described in Sec. 4.3 is trained using only the keypoints being visible in the image and not

being (self-)occluded. Consequently, the network is able to detect only visible keypoints, which is

the reason why self-occlusion caused by the vehicle model itself is considered in the calculation of the

keypoint likelihood. Ray tracing techniques can be used to reason about visible and self-occluded

model keypoints. However, these techniques usually are computational expensive. Instead, the

rigid topology of the ASM surface and the street-level acquisition setup allow the construction of

a look-up table, storing the set of the visible model keypoints for every viewpoint ϑ ∈ [0, 360◦].

Using this look-up table, a boolean variable δc is associated to every image keypoint, with δc = 1 if

the keypoint c is visible and inside of the detection bounding box and δc = 0 otherwise. The total

number of visible keypoints is U =
∑C

c=1 δc.

The keypoint likelihood is calculated by

log p(HK|s) = −
1

2U

∑

i∈{l,r}

CA∑

c=1

δc · log
(
1− iHc

K(u
i
c)
)

(4.17)

Here, Hc
K(uc) denotes the output of the heatmap for the keypoint c at the location uc. This term

thus models the likelihood of the model M(s) based on the backprojected keypoint configuration

and the keypoint probability distributions inferred by the CNN. Minimizing this likelihood fits the

3D ASM to the keypoints predicted in both images. The stochastical model of this likelihood is

implicitly contained in the prediction of the keypoint probability maps since the geometric uncer-

tainty of the 3D keypoints is considered in the process of creating the reference probability maps

used for training. A detailed description was given in Sec. 4.3.5.

Related methods extract keypoint locations from the probability maps, e.g. using a greedy approach

by selecting the maximum response in the heatmap as 2D keypoint location (Pavlakos et al.,

2017), and perform model fitting based on the minimisation of the distance between backprojected

and detected keypoints (Chabot et al., 2016; Pavlakos et al., 2017; Murthy et al., 2017b). As a

consequence, these methods are sensitive to localisation errors and false detections. In contrast, the

proposed likelihood is built on the raw keypoint probability maps. On the one hand, this avoids

the need of precisely extracting keypoint locations from the probability maps, thus alleviating

the effect of localisation errors, but allows the exploitation of the full probabilistic information

instead. On the other hand, false keypoint detections and therefore outliers have less impact
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on the fitting procedure. This is because the presented keypoint likelihood is computed for a

model hypothesis M(s) and therefore, a falsely detected keypoint which does not coincide with

its corresponding keypoint of the model hypothesis has no influence on the likelihood calculation,

making the approach more robust compared to the related methods mentioned above.

4.4.3 Wireframe likelihood

The wireframe likelihood is based on a measure of similarity between the backprojected edges of the

model wireframe MW and the wireframe heatmaps HW inferred from the CNN. To this end, again

considering self-occlusion following the same principle as for the model keypoints using a look-up

table, we backproject the visible parts of the wireframe subsets w ∈ {front, back, left, right} to the

left and right images, resulting in binary wireframe images lIwW and rIwW with entries of 1 at pixels

that are crossed by a wireframe edge and 0 everywhere else. To consider differences between the

real image wireframe positions and the model wireframe caused by generalisation effects of the

vehicle model, the wireframe images are blurred using a Gaussian filter

G(x, y) =
1

2πσxσy
e

(

x2

2σ2
x
+ y2

2σ2
y

)

. (4.18)

The generalisation error of the 3D model can be quantified by an uncertainty σM which is set to

10 cm in this work. We calculate a backprojection uncertainty for the model wireframe by perform-

ing error propagation on the backprojection of the model to the image. To this end, the image point

xM = [xM , yM ]T is defined as the backprojection of the centre point XM = [XM , YM , ZM ]T of the

model M(s), such that xM ∼ f(XM ). Using error propagation, the backprojection uncertainties

σx and σy are computed according to

σx/y =

√
(
∂fx/y

∂XM

)2

· σ2
M +

(
∂fx/y

∂YM

)2

· σ2
M +

(
∂fx/y

∂ZM

)2

· σ2
M . (4.19)

The applied Gaussian filter is defined according to the resulting backprojection uncertainties, lead-

ing to a stronger blurring effect when the vehicle is close to the camera and vice versa.

Given the heatmaps HW and the blurred images of the backprojected model wireframe IW , the

wireframe likelihood is calculated according to

log p(HW |s) = −
1

2

∑

i∈{l,r}

∑

w

log
(
1−BC(iIwW , iHw

W)
)

(4.20)

where we use the Bhattacharyya coefficient BC(·, ·) (Bhattacharyya, 1943) as a similarity measure

between the blurred wireframe images and the wireframe heatmaps:

BC(IW ,HW) =

B∑

b

√

IW(b) · HW(b). (4.21)
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In eq. 4.21, B is the overall number of pixels inside the respective detection bounding box l,rB and

IW(b) and HW(b) are the values of the respective image at pixel b. It has to be noted that prior

to computing the Bhattacharyya coefficient BC(·, ·), the images have to be normalised such that
∑

IW =
∑

HW = 1, ensuring 0 ≤ BC(·, ·) ≤ 1. As a consequence, the negative logarithm of the

wireframe likelihood term will become small if the backprojected wireframes correspond well to the

wireframes predicted by the CNN.

Related methods for wireframe based model fitting extract generic edges based on gradients, es-

tablish correspondences between image and backprojected model edges, and perform model fitting

by minimising the distance between the established correspondences (Leotta and Mundy, 2009;

Ortiz-Cayon et al., 2016). This procedure comes with two major drawbacks. On the one hand,

the generic gradient based edge extraction does not necessarily deliver the desired edges due to

its sensitivity to contrast, shadows, reflectance, etc. On the other hand, establishing correct edge-

to-edge correspondences highly depends on the assumption that the correct edges are extracted

from the image in the first place, and also highly depends on the initialisation. The absence of

semantic information behind the extracted edges further aggravates the problem of finding correct

correspondences and leaves ambiguities during model fitting in the case of symmetric objects.

In this work, a CNN is trained to extract the model wireframe from the image. This allows the

sole extraction of the target edges and reduces the sensitivity on contrast and the other disturbing

factors mentioned above. Further, by distinguishing between the different vehicle sides during wire-

frame extraction, the edges carry semantically meaningful information. The semantic information

allows a differentiated consideration of the distinguished wireframe edges and therefore evades po-

tential ambiguities caused by symmetric object shapes. Last but not least, the proposed wireframe

likelihood avoids the necessity of finding edge-to-edge correspondences. Instead, the likelihood is

based in the similarity of the extracted and the backprojected wireframes of the model hypothesis

M(s), thus avoiding the error source of incorrect edge associations.

4.4.4 Position prior

The position prior is derived from the probabilistic free-space grid map Φ. It is calculated based

on the amount of overlap between the minimum enclosing 2D bounding box MB of the model M(s)

on the ground plane and the free-space grid map cells Φg with g = [1, G] given their probability ρg

of being free space (unknown cells are disregarded by setting ρg = 0):

log p(t) =
λΦ
AB

G∑

g=1

log(1− ρg) · o(MB,Φg). (4.22)

AB is the area of the model bounding box. The function o(·, ·) calculates the overlap between

the model bounding box and a cell Φg. To this end, the intersecting polygon of MB and Φg,
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represented by its ng ordered vertices vi = [xi, yi] with i = [1, ng], is extracted in a first step.

Using the surveyor’s area formula (Braden, 1986), the area of the intersecting polygon is calculated

according to

o(MB,Φg) =
1

2

∣
∣
∣
∣
∣

ng∑

i=1

xiyi+1 − xi+1yi

∣
∣
∣
∣
∣
, (4.23)

where xng+1 = x1 and yng+1 = y1. If there is no intersection between MB and Φg, o(·, ·) returns

zero. As the free-space grid map is derived from the reconstructed 3D points, a factor λΦ is

introduced to transfer the uncertainties of the 3D points to the calculation of the position prior.

To this end, the factor λΦ = min(1, lΦ
σx
) is used as a weight of this term based on the grid cell

size lΦ and the depth uncertainty σx of a reconstructed point x in the distance of the model M(s).

This prior penalises models that are partly or fully located in areas which are observed as not

being occupied by 3D objects. Particularly, this prior establishes the constraint that free-space

between the camera and the point cloud cannot be occupied by the model. It significantly helps

to reduce ambiguities w.r.t. the position of the model and acts as substitute information where no

observations are available.

While the 3D ground plane is used in related work to constrain the position of vehicles in the scene

(Engelmann et al., 2016; Ansari et al., 2018), the exploration of free-space is rarely utilised as prior

information. Chen et al. (2015) establish a free-space voxel grid from 3D points reconstructed from

stereo images, in which a voxel is treated as occupied as soon as it contains a 3D point. They

apply the voxel grid to the task of creating 3D bounding box proposals by penalising proposals

that contain voxels of free-space. However, this approach is highly sensitive to noise in the 3D

reconstruction and does not take into account the local density of 3D points, which can be an

indicator for the certainty of occupancy. Besides, no distinction between occupied voxels that

contain 3D points belonging to the ground surface or points belonging to any other object is made,

which potentially leads to undesired effects of this prior. In the position prior proposed in this

work, a probability of being free-space is computed from the ratio of ground vs. non-ground points

for each grid cell rather than a binary state of either being occupied or not. By doing so, robustness

against errors in the point cloud is gained on the one hand. On the other hand, the local density of

the 3D point cloud is considered in the computation of the cell-wise probabilities, which allows to

account for the uncertainties of the 3D points. By distinguishing between ground and non-ground

points, the effect of cells being falsely classified as not free due to an occupation by a ground point

is reduced.

4.4.5 Orientation prior

To calculate the orientation prior for the model M(s), the probability distribution Πϑ for the

vehicle viewpoint inferred by the multi-task CNN is used. The viewpoint ϑM (θ) is computed for

the model M(s) from the model orientation θ using the relation in Eq. 4.7. The image ray direction
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ρ is derived from the ray connecting the camera projection center and the centre of the vehicle model

M(s). The orientation prior is calculated according to

log p(θ) = logΠϑ (ϑM (θ)) + log

(
1 + cos (ϑCNN − ϑM (θ))

2

)

. (4.24)

Πϑ (ϑM (θ)) denotes the probability for the angle ϑM according to the output of the viewpoint

classification branch of the CNN. As incorrect viewpoint classifications can be assumed to appear

especially between neighbouring viewpoints, this term alone is prone to cause small orientation

biases. This is why additionally, the cosine distance of the most likely viewpoint ϑCNN predicted

by the vehicle CNN and the model viewpoint ϑM (θ) is considered in this prior.

A potential symmetry of the object’s shape is one example for a reason for ambiguities in the

presented likelihood terms. For instance, experiments in Sec. 6.3 indicate that the 3D likelihood

exhibits ambiguities between the correct and the opposed viewing direction of the vehicles, caused

by the symmetric shape of vehicles w.r.t. their lateral axes. Incorporating the prediction of the

viewpoint in the orientation prior helps to constrain the model orientation and to resolve potential

ambiguities present in the likelihood terms.

4.4.6 Shape prior

The shape prior formulation is based on the probability distribution ΠT for the vehicle types

predicted by the CNN and acts as regularisation term for the shape of the model M(s). Using

log p(γ) = −
1

ns

∑

τ∈T

ns∑

s=1

Πτ
T ·

(γτs − γs)
2

2σ2
s

, (4.25)

the shape prior term penalises deviations of the ns considered model shape parameters γs from

the predicted modes γTs of the individual vehicle types. In the prior formulation, the deviations

from each mode are weighted according to the probability scores ΠT predicted by the CNN with
∑

Πτ
T = 1. The parameter σs represents the ASM standard deviation of deformation, i.e. the square

root of the eigenvalue, in the direction of the eigenvector associated to the sth shape parameter as

described in Sec. 2.2.

As it is reasonable to assume the ASM shape parameters of vehicles belonging to different categories

not to follow a single normal distribution but rather a multi-modal distribution with each mode

representing one vehicle category, penalising deviations from the overall mean shape, as is usually

done in the literature (Zia et al., 2013; Engelmann et al., 2016), is an unfavourable procedure. The

category aware shape prior formulation proposed here gives a more realistic and detailed constraint

on the shape parameters. The confidence awareness in the prior term, achieved by considering the

probability scores ΠT for all distinguished categories, reduces the sensitivity of the shape prior to

potential uncertainties in the vehicle type predictions of the CNN.
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4.4.7 Inference

To find the optimal pose and shape parameters for each detected vehicle, the energy function

of Eq. 4.13 representing the probabilistic model is minimised. As this function is non-convex and

discontinuous due to the changing visibility of keypoints/wireframes caused by self-occlusion, which

leads to jumps in the objective function, a sequential Monte Carlo sampling procedure is applied

as described in Sec. 2.3 to approximate the parameter set for which the energy function becomes

minimal. To this end, the target parameters are sampled to generate model particles for the vehicle

ASM. Starting from one or more initial parameter sets, a number of particles np are generated in

each iteration j = 1, ...nit by jointly sampling the pose and shape parameters from a uniform

distribution centred at the preceding parameter values. For the resampling step, the importance

weight wi
j that equals to the energy in Eq. 4.13 for every particle is calculated in each iteration j

and the nb highest weighted particles are introduced as initial seed particles for the next iteration.

In each iteration, the size of the interval from which the parameters are sampled is reduced. In the

following paragraphs, more details are given.

Initialisation: As described in Sec. 2.3, a common way for initialisation is to draw the initial

particles si0 with i = 1, ..., np from the prior distribution p(s). With p(s) = p(t) · p(θ) · p(γ) the

prior distribution heavily depends on the predictions of the CNN for the orientation and the shape.

To account for potentially incorrect predictions, the initialisation procedure described in Sec. 2.3 is

slightly adapted in this work. The most likely particle s10 = (t10, θ
1
0, γ

1
0) is determined from p(s) by

setting θ10 to the most likely orientation given Πϑ and γ10 to the most likely shape given ΠT . The

initial translation vector t10 is defined as the bounding box centre of the minimum 2D bounding box

enclosing the 2D projections of the 3D vehicle points Xv to the ground plane. Instead of sampling

all particles si0 from p(s), the particles are sampled using an uniform distribution for position,

orientation and shape, respectively, centred at the most likely particle s10. The initial interval

boundaries are set to ±180◦ and ±1.5 [m] for the orientation and position parameters, respectively,

and to ±3 for the shape parameters. By choosing ±180◦ as interval for the orientation angle,

particles are allowed to take the whole range of possible orientations in the first iteration to be able

to deal with incorrect initialisations, thus gaining robustness against initialisation errors.

Resampling: To resample the particles in each iteration j = 1, ..., nit the importance weights wi
j

are calculated for each preceding particle according to the energy function in Eq. 4.13. The best nb

particles, i.e. particles with the highest importance weights, are introduced as seed particles for the

resampling step. In this work, nb = 10 is chosen as number of seed particles. For each seed particle,

an equal number of Nj =
np

nb
of offspring particles sj are drawn from the importance distribution

π(sj |sj−1, Nj−1). In this work, the importance distribution is defined as a uniform distribution

centred at the respective seed particle. To encourage convergence of the applied MCM, the range

for the respective parameters used to draw the particles from the uniform distributions is reduced

by a factor 0.85j in iteration j. As a consequence, the initial parameter range is reduced by the
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factor 0.85nit in the last iteration j = nit. By forwarding multiple particles, the preservation of

particles potentially belonging to different minima is enabled. As a consequence, the risk of getting

stuck in a local minimum is reduced, which allows to deal with multi-modal distributions and local

minima in the objective function.

Final result: The final values for the target parameters of pose and shape are defined after the

last iteration and are set to the parameters of the particle achieving the lowest energy within the

particle set of the final iteration.

In contrast to first order local optimisation approaches, e.g. used in (Engelmann et al., 2016;

Pavlakos et al., 2017), whose convergence is highly sensitive to the initialisation and which conse-

quently require good initialisation values for the target parameters, the Monte-Carlo optimisation

procedure proposed in this work is insensitive to initialisation errors. While only a fairly coarse

initialisation of the position is required, de facto no initial values for the orientation are needed as

the initial range for drawing the particles is set to ±180◦ in the first iteration. However, as can be

seen in the experiments (cf. Sec. 6.3), the initial orientation derived from the viewpoint prediction

of the CNN is relatively accurate. If the initial orientations are expected to be very accurate, the

robustness of the proposed optimisation method against initialisation errors can be traded for a

potential speed up in convergence, by putting more trust into the initialisation and consequently

reducing the orientation interval from which the particles are drawn. Moreover, the optimisation

procedure presented here can be applied to arbitrary objective functions, without requirements

concerning linearity, convexity or continuity. It also facilitates convergence and is able to cope with

local minima.

4.5 Discussion

Based on the description of the methodology developed for vehicle reconstruction, this section

discusses assumptions, advantages and limitations of the individual components of the proposed

approach.

Setup and heuristics

The proposed method builds on stereo images as input, which allow the incorporation of valuable 3D

constraints during object reconstruction, in contrast to approaches that use single images and thus,

suffer from ambiguities left by the projection from 3D to 2D. However, the usage of stereoscopic

images also adds requirements concerning data acquisition, causing the setup to be less flexible

compared to a single camera setup. In the automotive industry as well as in academia, monocular

acquisition setups and data sets are often presented, though frequently combined with one or

more laserscanners. In view of this background, it should be noted that the presented approach
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conceptually can also be applied to single images by incorporating a monocular depth module

(Godard et al., 2017) or by combining it with range observations of a laserscanner.

A strong constraint for a subset of the target pose parameters is derived from estimating the local

ground plane (cf. Sec. 4.1.3) and by subsequently enforcing vehicles to be localised on that plane.

This constraint follows the assumptions that the ground can be represented by a planar surface on

the one hand, and that the ground plane can be accurately determined from the data on the other

hand. While it is justifiable to suppose that these assumptions hold true in most real world street

scenarios, the presented approach leaves opportunities to relax these assumptions and to become

more generally valid. To overcome violations of this assumption, an additional height parameter

can be added to the set of target parameters to allow distances to the ground plane larger than

zero. On the other hand, Ansari et al. (2018) propose to represent the ground by locally planar

patches instead of one common plane. Alternatively, more complex representations can be used,

e.g. by representing the ground by polynomial surfaces.

Deformable shape prior

As shape regularisation on the ill-posed problem of 3D vehicle reconstruction, a new subcategory-

aware shape prior is proposed in this thesis. As a basis, we make use of an Active Shape Model as

e.g. used in (Zia et al., 2013) to learn a deformable representation for vehicles. However, significant

extensions to the standard representation of the ASM are proposed in this thesis.

Most importantly, instead of representing the class vehicle by a uni-modal shape distribution ob-

tained by the PCA underlying the ASM, individual shape priors are learned for each of several

different vehicle subcategories. In prior work, the ASM is exclusively used to constrain the shape

parameters by penalising shape deviations from the mean model calculated from the training ex-

emplars, e.g. (Zia et al., 2013). As a consequence of this procedure, vehicle types whose shape

differs from the mean model, or types which are under-represented in the training set, are sys-

tematically disadvantaged. In contrast, this thesis proposes category-aware prior which considers

the multi-modal distribution of vehicle shapes. Together with a prediction of the subcategory, the

multi-modal shape representation allows for more detailed and more realistic constraints on the

vehicle shape during the reconstruction. While the prediction of the vehicle type has been done in

other work, as e.g. in (Tang et al., 2019), where it is used for the task of vehicle re-identification, it

has not been incorporated in order to derive constraints on the shape parameters yet. The exten-

sion of the shape prior by the category-awareness adds a negligible manual labelling effort regarding

the learning of the ASM, since only the information of the reference vehicle type is additionally

required. However, a classifier has to be learned for the prediction of the vehicle type, which adds

additional effort and the requirement of additional training data to the approach.
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Moreover, this thesis proposes a richer representation of the ASM by defining a triangulated surface

as well as a wireframe representation in addition to the standard keypoint representation (Zia et

al., 2013), enriching the ASM by topological and semantic information. The richer representation

of the shape model allows the joint consideration of different observation types such as keypoints,

wireframe edges, and 3D points, in the reconstruction process. This is another essential contribution

of this thesis, as it enables exploiting the synergistic effects anticipated from the complementary

and/or redundant nature of the different observations, while in related work the reconstruction is

nearly always based on a single observation type only.

Obviously, one limitation of using an ASM as shape prior is that a single ASM representation is

not scalable to other object classes due to the requirement for consistent semantic keypoints in all

object instances. While the ASM employed in this thesis covers a broad range of passenger cars,

other object classes, as e.g. motorbikes or pedestrians, are excluded. To consider different object

classes in the proposed reconstruction approach, dedicated object detectors and an individual ASM

would have to be incorporated for each individual class.

Multi-task CNN

The new CNN presented in this thesis is trained to predict the vehicle type, the viewpoint, and

heatmaps for keypoints and wireframes from an input image showing a single vehicle.

While other approaches also use CNNs to derive heatmaps for specific object keypoints, a new

loss is proposed that improves the training for the task of keypoint prediction due to its creation

of larger gradients for missing or false positive detections compared to the commonly used MSE

loss. Mostly, prior work makes use of the keypoint heatmaps to localise the keypoints, often

using a greedy approach by simply selecting the maximum response in the heatmap as keypoint

location, e.g. (Pavlakos et al., 2017; Murthy et al., 2017b). This procedure is prone to localisation

errors, cannot deal with multiple peaks in the keypoint distributions and neglects the valuable

probabilistic information contained in the heatmaps. In contrast, the reconstruction approach

proposed in this thesis refrains from localising the keypoints, thus reducing the error source of

imprecise localisations, but builds upon the raw heatmaps instead, thus leveraging the full available

probabilistic information. By doing this, we follow the procedure proposed in (Zia et al., 2013),

but instead of using a RF classifier as proposed by the authors, resulting in very noisy keypoint

heatmap predictions, the more promising performance of a CNN is exploited in this thesis.

A key component of the CNN and a central contribution of this thesis is the prediction of a new

feature for model fitting, namely the prediction of vehicle wireframe edges. In contrast to existing

work, which relies on generic image edges extracted by gradient based approaches (Ortiz-Cayon et

al., 2016), the supervised prediction of the wireframe has no explicit dependency on proper gradient

magnitudes, thus being less sensitive to contrast. Furthermore, it allows the direct prediction of
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target edges, thus being less sensitive to undesired gradients caused by e.g. reflections, shadows,

etc. Moreover, learning to distinguish between wireframes belonging to different parts of the vehicle

adds semantic information to the predicted edges, which allows to establish adequate associations

between the image and model wireframes.

In real world scenarios, occasionally vehicles are partly occluded by other vehicles, which can lead

to parts of two different vehicles being visible in the extracted bounding box crop. While this

behaviour leads to ambiguities in predicting the viewpoint and vehicle type, it can be observed

that keypoints and wireframes of both vehicles are predicted by the CNN and are consequently

contained in the heatmaps. Both effects consequently lead to problems during the reconstruction

step. A potential solution to reduce this problem, which has not been investigated in the scope

of this thesis, can be to make use of the obtained segmentation masks to segment out the vehicle

of interest and to find a proper way to remove the disturbing parts of the second vehicle (e.g. by

blackening the respective image parts or by filling them with noise).

The proposed CNN is built on top of an object detector and thus, vehicle detection and the

extraction of the proposed observations and a priori information by the CNN are performed as

separate tasks. When applying a CNN also for the detection, a computationally more efficient

opportunity would be do combine the detection and extraction of other variables in a common

architecture where intermediate feature maps can be shared for both tasks, as e.g. done in (Chabot

et al., 2017; Kundu et al., 2018). In particular, one possibility would be to incorporate the CNN

presented in this thesis into the Mask RCNN (He et al., 2017) applied for the detection task.

However, it can be argued that object detection is a highly vivid field of research, leading to the

release of improved models with better performance and/or efficiency every year. The modular

setup of this thesis retains the opportunity to replace the detection approach by a better one

without the need of adapting and retraining the proposed multi-task CNN.

Although the architecture of the proposed CNN contains a shared backbone feature extractor

(cf. Fig. 4.5) for the different tasks, pre-trained weights are used for feature extraction and the

individual branches are trained individually on top of the feature extractor (cf. Sec. 4.3.5) due

to lower requirements w.r.t. the amount of training data. Therefore, multi-task learning is only

performed within the individual branches, e.g. for the joint prediction of the keypoint and wireframe

heatmaps, or for the joint training of the different viewpoint classification heads. A joint training

of the feature extractor using a multi-task loss could potentially enhance the performance of the

CNN.

Probabilistic model

The factorisation of the likelihood and the prior used to formulate the probabilistic model which is

proposed for vehicle reconstruction in this thesis is based on the following simplifications and as-
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sumptions. On the one hand, the observations incorporated in the likelihood, i.e. the 3D point cloud

and the keypoint and wireframe heatmaps, are treated as conditionally independent observations,

although they are derived from the same image data and thus, contain statistical dependencies.

However, this simplification makes modelling of the likelihoods feasible, which would otherwise be

very complex and impracticable. On the other hand, independence is also assumed for the state

parameters, namely position, orientation and shape, which allows a factorisation of the state prior.

Making the assumptions listed above, a comprehensive probabilistic model for vehicle reconstruc-

tion is formulated, in which information from both, the 2D image domain and 3D object space, is

incorporated. Often, when different terms, e.g. corresponding to individual potentials, are incor-

porated into one energy formulation, weight factors are introduced for each individual potential to

account for and control their different importance and impact on the overall objective, e.g. (Chen

et al., 2015). Finding the optimal weights is usually done empirically or by learning them from

data. However, the optimal weight values can vary for different data sets or even for different

instances within the same data set, leading to a low generalisation capability of the formulation.

The probabilistic model presented in this thesis does not require the definition of weights for the

individual likelihood and prior terms. A stochastic model based on the uncertainties which are

considered in the likelihoods is used to assign weights to the observations instead. The ability of

applying error propagation to every piece of information derived from the data (e.g. the reconstruc-

tions of 3D points from the disparity estimates) enables a dynamic adaptation of the probabilistic

model to the characteristics of the data and individual observations. Consequently, the model can

also be readily generalised to different data sets, as it adapts to different sensor characteristics and

observation uncertainties.

The probabilistic model is formulated to reconstruct a single detected vehicle based on a prior

shape model that is fitted to the observations. Besides a common ground plane that is introduced

to drastically reduce the search space for possible vehicle locations, no further global geometric con-

straints or context knowledge is incorporated to supervise the vehicle reconstruction. For instance,

the presented approach does not prohibit the resulting vehicle reconstructions to erroneously over-

lap. Also, contextual geometric relations between vehicles are not explored in the probabilistic

model. Such relations could be used to prevent vehicles from overlapping, to reason about mutual

occlusions (Zia et al., 2015; Xiang et al., 2015) or to incorporate prior relational knowledge, e.g.

that neighbouring vehicles are likely to be parallel to each other due to their typical arrangement

in streets and parking lots.

Furthermore, being built on individual image pairs, the approach does not incorporate temporal

constraints into the vehicle reconstruction. Considering the reconstruction of a vehicle from two

temporally consecutive observations, differences in vehicle pose are restricted due to the set of pos-

sible movements the vehicle can perform within the time between the observations. A probabilistic

motion model is a potential way to incorporate temporal constraints into vehicle reconstruction
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(Engelmann et al., 2017). Besides, constraints on the vehicle shape can be established over time,

since a vehicle visible in temporally different images has the same shape. However, this thesis

targets an approach for the reconstruction of single vehicle detections based on individual image

pairs. The consideration of global geometric and temporal consistency is considered as a potential

extension of the presented approach in the future.

Inference

For optimisation of the established probabilistic model, an iterative Monte-Carlo sampling tech-

nique is applied. The key advantage of this technique is its applicability to arbitrary functions

without requirements w.r.t. convexity or continuity and, thus, is suitable for the optimisation of

the non-convex and potentially discontinuous objective function presented in this work. Further-

more, the setup of the Monte-Carlo approach developed in this work is insensitive to initialisation

errors and local minima. However, particle based approaches can become computationally expen-

sive and therefore time consuming, depending on the required amount of particles, as the objective

function has to be evaluated for each particle. As far as real time capability is concerned it can

be argued that each particle can be processed independently from the other particles, which allows

parallelisation.
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5 Experimental setup

In the preceding chapter, we proposed a probabilistic approach for the reconstruction of vehicles

from stereo images. The goal of the experimental evaluation is to investigate the performance of the

presented method on real world data and in realistic scenarios and to investigate its strengths and

limitations. This chapter describes the experimental setup that is established for the evaluation.

Sec. 5.1 starts with a description of the objectives and research questions leading the evaluation

procedure. Sec. 5.2 introduces the data sets used for evaluation and Sec. 5.3 describes the parameter

setting and training strategy employed for the investigations. The test setup defining the evaluation

strategy and the evaluation criteria which serve as basis for the quantitative analysis are described

in Sec. 5.4.

5.1 Objectives

The goal of this thesis is the precise 3D reconstruction of vehicles detected from stereo images. For

this purpose, a model based approach is proposed which is based on an extensive probabilistic energy

function and which strongly utilises observations and prior information inferred by a CNN. As a

result of the vehicle reconstruction, 3D vehicle models are obtained which are parametrised by their

3D pose and shape. The information obtained by the CNN and the quality of the reconstructions

can be quantitatively assessed based on available reference data. The strategy which is pursued

for the evaluation is presented in Sec. 5.4. In order to evaluate if the initial research objectives

introduced in Chapter 1 were achieved, the following questions are addressed in the evaluation to

guide the empirical analysis:

(1) How good is the performance of the individual branches of the developed CNN? How

well-suited are the probability distributions predicted by the CNN as observations and

prior on the state parameters?

To assess the suitability of the proposed CNN for the derivation of state priors, the CNN components

which are employed for the derivation of the probability distributions for the vehicle viewpoint and

the vehicle category are evaluated individually. The quality of the raw output of the individual

CNN branches is analysed based on corresponding reference data for the vehicle viewpoint and the

vehicle categories. Furthermore, the suitability of the predictions from the CNN for the task of
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vehicle reconstruction can be assessed by evaluating the effect of the individual likelihood and prior

terms which consider the predicted information on the results of the reconstruction.

(2) Which contribution and potential benefit do the individual terms of the probabilistic

model have on the quality of the results? How large is the synergistic potential achieved

by the combination of the different observation likelihoods? Which effect on the results

is obtained by incorporating the state priors to constrain the parameters?

To assess the contribution of the individual constituents of the probabilistic model and to investigate

their synergistic potential, different variants for the probabilistic model are defined and tested, each

of them considering and neglecting a different set of likelihood and prior terms. The obtained results

can be compared between the defined variants to investigate the effect of each term on the quality

of the vehicle reconstructions.

(3) How good is the quality of the results that can be obtained by the presented approach?

How sensitive is the approach w.r.t. the initialisation? What are the limitations and

potential weaknesses of the proposed method? How good does the approach perform

on different data sets? How does the performance compare to related state-of-the-art

approaches?

A detailed analysis of the results obtained by the proposed method on different data sets is con-

ducted to expose its limitations and weaknesses. The generalisation ability of the method is vali-

dated by analysing its sensitivity to different data domains. Furthermore, the performance of the

proposed method with respect to related state-of-the-art approaches is ascertained.

5.2 Test data

The empirical evaluation of the proposed method is conducted on two different real world data sets.

Both data sets consist of stereo image pairs which were acquired by a synchronised and calibrated

stereo camera rig, placed on a mobile platform, while driving in regular traffic on public roads in

urban environments. One data set is taken from the publicly available KITTI benchmark suite

(Geiger et al., 2012) and will therefore be referred to as KITTI data throughout this chapter. The

second data set was created in the scope of this thesis and is based on the data presented in (Schön

et al., 2018). This data set will be referred to as ICSENS data in the remainder of this thesis.

Tab. 5.1 contains characteristics of the acquisition setups and of the image data, comparing both

data sets. A detailed description of the data and the reference information is given in the following

sections.
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Table 5.1: Comparison of properties of the KITTI and the ICSENS data set. Characteristics of the

acquisition setup, the images and the annotations are shown.

KITTI ICSENS

Acquisition setup

Cameras
Point Grey Flea 2 Allied Vision

(FL2-14S3C-C) (AV MAKO G-234C)

Lenses
Edmund Optics Schneider Kreuznach

(NT59-917) (Cinegon 1.8/4.8-0902)

Focal length 4.0-8.0mm (varifocal) 5.0mm

Base length B 0.54m 0.85m

Camera height 1.64m 1.93m

Image properties (after rectification)

Focal length fc 721.5 [px] 793.6 [px]

Cropped image size [px] 1242x375 1934x860

Horizontal opening angle 80◦ 100◦

Vertical opening angle 30◦ 55◦

Annotation

References Oriented 3D bounding boxes Fitted CAD models

5.2.1 KITTI benchmark

Regarding the KITTI data, the 3D object detection benchmark is used for the evaluation in this

thesis. Reference labels are available for the training data set of that benchmark, which is therefore

used to conduct experiments based on our own evaluation metrics, delivering more insights into

properties and limitations of the proposed method compared to the official evaluation metrics of

the KITTI test suite. Besides, the official KITTI evaluation metrics are designed to assess the

joint performance of both, detection and pose estimation, while the focus of this work lies on the

precise pose and shape reconstruction of vehicles, not on the detection. The benchmark consists

of a training set with 7481 unordered stereo images, i.e. non-sequential images with manually

annotated labels for objects like cars, pedestrians and bicycles. In this thesis, 260 of the training

set images are used for training (cf. Sec. 5.3.2) and the remaining images are used for evaluating

the proposed approach based on the dedicated metrics. The KITTI test set consists of 7518 stereo

images for which no reference is provided. An official evaluation on the test set using the official

KITTI metrics is used to compare the performance of the proposed method to the results of related

methods which are reported in the KITTI leaderboard1.

1http://www.cvlibs.net/datasets/kitti/eval 3dobject.php
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In our own evaluation using the training set, all objects labelled as car are considered. For every

object, the benchmark provides 2D image bounding boxes and oriented 3D object bounding boxes

in the camera model system from which the 3D object location as well as the rotation angle about

the vertical axis can be derived. The 3D bounding boxes were manually labelled by using the

point clouds generated by a laserscanner which was part of the acquisition setup. The 2D image

bounding boxes are derived from the backprojections of the 3D bounding boxes to the images

and thus represent the entire object, independently from occlusions, instead of containing only

the visible object parts. However, information about the level of object truncation and object

occlusion is available. The values for truncation refer to the objects leaving image boundaries and

are given as float values from 0 (non-truncated) to 1 (truncated) while the occlusion state indicates

the vehicle occlusion due to other objects with 0 = fully visible, 1 = partly occluded, 2 = largely

occluded, and 3 = unknown. According to the categorisation of the vehicles depending on their

state of occlusion and truncation, three levels of difficulties (easy, moderate, and hard) are defined

as shown in Tab. 5.2.

Table 5.2: Levels of difficulties considered in the KITTI data as evaluation criteria.

easy moderate hard

max. occlusion level 0 1 2

max. truncation 0.15 0.30 0.50

5.2.2 ICSENS data set

Similar to the KITTI setup, a vehicle was equipped with a synchronised and calibrated stereo

camera rig and stereoscopic image sequences were recorded in urban environments for the generation

of the ICSENS data set (Schön et al., 2018). The acquisition took place during day time and

dusk, leading to various and challenging lighting conditions in the images, contrary to the KITTI

data, which exhibits almost always ideal lighting conditions. An overall number of 2289 vehicles

were manually labelled in a subset of 1000 stereo images which were randomly extracted from

the recorded sequences. All of the labelled stereo images are used for evaluation in this thesis.

In contrast to the KITTI data set, which only delivers 2D and oriented 3D bounding boxes as

references, a reference shape and the reference vehicle type are available for every labelled vehicle

in addition to the 3D pose. A visual comparison of the provided references for the KITTI and the

ICSENS data can be seen in Fig. 5.1.

In order to generate the reference data for the ICSENS data set, a set of 36 real-world dimensioned

CAD models were collected via Google’s 3D Warehouse2. Each CAD model was associated to one

2https://3dwarehouse.sketchup.com
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of the vehicle types in T = {Compact Car, Sedan, SUV, Estate Car, Sports Car, Truck, Van}.

When the models were collected, we made sure that the selected models cover all of the considered

categories. To generate a reference label for a vehicle that is visible in the image, human annotators

were asked to perform a two-step procedure.

In a first step, the CAD model which is most similar to the target vehicle in terms of its shape

and category has to be manually selected from the set of reference CAD models. By implication,

this selection defines the reference shape and category of the vehicle. It has to be noted that the

categories of vehicle types do not have a clear definition and, therefore, the class boundaries are

somewhat vague. The car body configuration, which is determined by the layout of the engine,

passenger and luggage volumes, as well as the amount of pillars of a vehicle, which are the (near)

vertical supports of a car’s roof and its windows, are characteristics that can be used to distinguish

different vehicle types. However, ambiguities in the distinction of vehicle types exist and are

therefore likely to be contained in the reference labels for the types.

In a second step, the chosen CAD model is manually fitted to the vehicle visible in the image to

generate the reference parameters for its pose. To this end, a 3D point cloud is generated from the

disparity map which is derived from the stereo images using the method for dense stereo-matching

described in (Geiger et al., 2011). For manual model fitting, a workflow based on CloudCompare3,

a software for 3D processing, has been developed. CloudCompare is used to visualise the stereo

point cloud in 3D and to import the CAD model that has been chosen as reference model for the

respective vehicle. Then, the CAD model is manually shifted and rotated to the desired pose.

The correctness of the reference pose is checked by the annotator by alternately inspecting the

quality of the fit of the CAD model to the 3D point cloud and the quality of the fit between the

wireframes of the CAD model backprojected to the image and the actual appearance of the vehicle.

An example of a fitting result is shown in Fig. 5.1b, where the backprojected wireframes of the

selected and fitted CAD models are depicted on top of the left stereo image. The parameters of

the final pose of the translated CAD model, i.e. its position in the model coordinate system as

well as its orientation, are stored as reference pose parameters. It has to be noted that due to

the restricted set of available CAD models and the discrepancy between the chosen model and the

actual vehicle visible in the image, slight differences between the backprojected model shapes and

the acquired vehicles are possible to occur (cf. Fig. 5.1). The minimum bounding box enclosing

the backprojected wireframe in the image is defined as reference 2D image bounding box for each

vehicle. Consequently, similar to the KITTI benchmark, the 2D reference bounding boxes comprise

potentially occluded and therefore non-visible parts of the vehicles. Furthermore, in the reference

data, two levels of difficulty are differentiated, and the difficulty level is stored as an additional

piece of information for each reference vehicle. We differentiate between easy vehicles, which are

fully visible in the images, and difficult vehicles, which are occluded or truncated, as additional

3http://www.cloudcompare.org
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(a) KITTI (b) ICSENS

Figure 5.1: Examples from the employed data sets. In (a), an example from the KITTI object

detection benchmark is shown, which provides 3D bounding box references. In (b), an

example of the ICSENS data set is shown, which provides fitted 3D CAD models as

reference data as well as a reference vehicle type.

information for each vehicle. It has to be noted, that in contrast to the KITTI data set, where 3D

laserscanner points were used to generate the reference data, the stereo point cloud generated from

the estimated disparity map is used for the manual model fitting. Potential errors of the disparity

estimations might therefore also be reflected in the references for the vehicle pose.

The images from both, the KITTI as well as the ICSENS data set, contain a subset of visible vehicles

without reference labels. Mostly, those are vehicles that are heavily occluded or that are far away

from the camera. For instance, in the KITTI data set, vehicles that have a bounding box height

smaller than 40 [px] are not considered in the evaluation. Assuming an average height of about 1.5m

for passenger cars (cf. Sec. 5.3.1), a bounding box size of 40 [px] corresponds to a distance of about

25m for the KITTI setup. Missing labels, however, prohibit the counting of false positive detections

and therefore the computation of precision scores. The KITTI benchmark therefore provides don’t

care areas, in which potential detections are not counted as false positives. Introducing such areas

in the ICSENS data set is a task to be accomplished in the future. As a consequence, the ICSENS

data is not suited for a quantitative evaluation of the vehicle detection.

Images from both, the KITTI as well as the ICSENS data set, are provided after stereo rectification,

i.e. as images corresponding to the normal stereo case. The cameras of both stereo setups were

mounted with an approximately horizontal viewing direction, i.e. a viewing direction approximately

parallel to the ground. Since the bottom part of the recorded images contains the engine hood of

the acquisition vehicle, the KITTI and ICSENS images are cropped in order to remove the visible

vehicle parts. Tab. 5.1 shows a comparison of the properties of the two data sets. As can be

seen, the base length used for the acquisition of the ICSENS data (0.85m) is significantly larger

compared to the base length (0.54m) used for the KITTI data set. Tab. 5.3 shows the geometric

uncertainty of both data sets in form of the depth uncertainty σx of a stereo triangulated 3D point

in different distances from the camera (5, 10, 15, 20, and 25m), calculated according to Eq. 4.15.

For the calculation, a standard deviation σdisp of 1 [px] is assumed for the disparity estimation. As

can be seen from Tab. 5.3, the larger base length of the ICSENS data set leads to better geometric
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properties represented by the distinctly smaller depth uncertainties after stereo triangulation. In

particular the proposed 3D likelihood, which makes use of the triangulated point clouds, but also the

keypoint and wireframe likelihoods, in which both, the left and right stereo partner, are considered,

are affected by these properties.

Table 5.3: Depth uncertainties σx [m] of a 3D point at different distances d calculated by applying

error propagation to the stereo triangulation (cf. Eq. 4.15) using a standard deviation

for the disparity of 1 [px].

d [m] 5m 10m 15m 20m 25m

KITTI 0.06 0.26 0.58 1.03 1.61

ICSENS 0.04 0.15 0.33 0.59 0.93

5.3 Parameter settings and training

As described in Sec. 4, the proposed method requires a set of parameters which have to be defined

by the user based on heuristics or empirical evidence. All free parameters of the proposed approach

and their chosen values are presented in Tab. 5.4. The parameters for the free-space grid map and

for inference, i.e. side length of the grid cells as well as the number of particles, iterations, and

offspring were found empirically in this work. The parameters which have to be selected for the

ASM and and the CNN are discussed in Sec. 5.3.1 and 5.3.2, respectively. It has to be noted that the

selection of these values is made independently from the data sets, and thus, the same settings are

applied for both data sets used to evaluate the presented methodology. Furthermore, the proposed

method requires the learning of the category-aware ASM and the training of the proposed CNN.

The learning and training procedures which are conducted for the experiments presented in this

thesis are described in Sec. 5.3.1 and 5.3.2, as well.

5.3.1 Learning the ASM

The category-aware Active Shape Model, which is applied as a shape prior in this thesis and which

is described in detail in Sec. 4.2, requires the definition of a set of type classes T and the availability

of 3D keypoint annotations for a set of training exemplars. With T = {Compact Car, Sedan, SUV,

Estate Car, Sports Car, Truck, Van}, seven vehicle categories are distinguished in this thesis (cf.

Fig. 4.4). To learn the ASM, CK = 144 3D keypoints were manually labelled on a set of 36 different

CAD vehicle models belonging to one of the considered vehicle types (cf. Tab. 5.4). This set of

training exemplars is the same set that has been described in Sec. 5.2 and which has has been used

to generate the reference data for the ICSENS data set. Fig. 5.2 shows the 36 CAD models and their

associated vehicle types. Each model differs in shape and consequently also in its 3-dimensional
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Table 5.4: Enumeration and definition of free parameters contained in the proposed methodology.

Parameter Symbol Value

Free-space grid map (Sec. 4.1.3)

Side length of the grid cells lΦ 25 cm

Active Shape Model (Sec. 4.2)

Overall number of ASM keypoints CK 144

Number of appearance keypoints CA 36

Number of considered shape parameters ns 3

Multi-task CNN (Sec. 4.3)

Mini-batch size N 50

Initial learning rate η 10−4

Dropout rate 0.5

Keypoint uncertainty rK 5 cm

Threshold for the custom loss LKW tpred 0.05

Probabilistic model (Sec. 4.4)

Uncertainty of a disparity estimate σdisp 1 [px]

Generalisation uncertainty of the ASM σM 10 cm

Inference (Sec. 4.4.7)

Number of particles np 200

Number of iterations nit 10

Number of offspring particles nb 10

extent from the other models. Tab. 5.5 shows the statistics that are obtained from the variations

in length, width, and height of the CAD models used in the training set in this thesis. It shows

the mean value, standard deviation (std. dev.) as well as the minimum and maximum values

for length, width, and height of the vehicles. Obviously, with a standard deviation of 0.40m, the

largest variations are present w.r.t. the length of the vehicles. With standard deviations of 0.20m

and 0.10m, respectively, the variations in height and width are considerably smaller.

In total, 144 unique vehicle keypoints K are defined to represent the ASM. It can be noted that

during the manual labelling process of the 3D keypoints, due to the symmetric shape of vehicles,

only half of the keypoints need to be labelled. The set of appearance keypoints KA ∈ K considered

in this work contains CA = 36 individual keypoints and corresponds to the keypoints used in (Zia

et al., 2013). A visualisation of the keypoints is shown in Fig. 4.4. However, in comparison to Zia

et al. (2013), who used the 36 keypoints for the ASM representation, we use four times as many

keypoints (144), which provides a more detailed and more flexible representation of the vehicle

shapes. As a consequence of using 36 training exemplars, the PCA on which the ASM is based
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Figure 5.2: The CAD vehicle models which were used to learn the ASM, sorted by their associated

vehicle types.

results in a maximum of 35 eigenvalues whose values are not zero. Fig. 5.3a shows the ratio of the

sum of used eigenvalues and the overall sum of eigenvalues as a function of the number of used

principal components. The resulting curve gives insights into the proportional distribution of the

shape deformations that are covered by the used eigenvalues. As mentioned earlier, in order to

reduce the dimensionality of the target shape parameter vector γ, the number ns of considered

principal components is restricted in the experiments. In this thesis, the first three principal

components are selected for vehicle reconstruction, leading to three shape parameters that have to

be estimated. According to Fig. 5.3a, the first three principal components contain about 70% of the

variances of the training set. Arguably, while the main shape deformations are covered by the first

three components, the remaining components represent the deformations of finer structures and

details. In the proposed probabilistic model, however, only a subset of all keypoints and a rather

coarse definition of the vehicle wireframe are considered in the image based likelihood terms, thus

rendering the consideration of finer details in the ASM representation unnecessary. Likewise, the

quality of the 3D point cloud considered within the 3D likelihood term presumably does not allow

the resolution of finer details either, due to its uncertainty properties. As a consequence, the

consideration of only the first three principal components is considered as reasonable trade-off

between the number of parameters that have to be estimated during the reconstruction and the

level of detail of the model approximation.
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Table 5.5: Statistical properties for the vehicle extent of the CAD training set which is used to

learn the ASM.

mean [m] std. dev. [m] max [m] min [m]

length 4.35 0.40 5.70 3.55

width 1.80 0.10 2.34 1.65

height 1.49 0.20 2.12 1.11
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Figure 5.3: Statistical properties of the learned ASM depending on the number of principal com-

ponents used. Throughout the experiments of this thesis, the first three principal com-

ponents are considered.

As explained int Sec. 4.2, a shape basis is learned for each of the considered vehicle types. In

Fig. 5.3, the fitting error of the overall ASM to the mean shape mτ of the vehicle types τ resulting

from Eq. 4.5 is shown as root mean square error (RMSE) of the keypoint coordinates, again as

a function of the number of principal components used. The RMSE represents the generalisation

error of the ASM caused by a restricted number of used eigenvalues. As can be seen, the errors

resulting for the type truck using up to the first five components is larger by a factor 2 compared

to the other vehicle types. This effect is presumably caused by the distinct dissimilarity of truck

shapes compared to the other passenger vehicle types. While the RMSE of the type truck is 0.14m

when using the first three principal components, the RMSE of the remaining vehicle types is smaller

than 0.06m in all cases.

5.3.2 Training of the CNN

This section describes the strategy which was followed to train the CNN proposed in Sec. 4.3

for the experiments that are presented in this thesis. As mentioned earlier, the input branch

(cf. Fig. 4.5) is initialised from its corresponding layers of the VGG19 network (Simonyan and
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Zisserman, 2015), pre-trained on ImageNet (Russakovsky et al., 2015), and is frozen during the

training procedure. The remaining convolutional layers are initialised using the He initialiser (He

et al., 2015). For the presented experiments, the type branch is trained separately from the viewpoint

and the keypoint/wireframe branches. To train the individual output branches, two different data

sets are used. For the joint training of the viewpoint and the keypoint/wireframe branches, training

images of vehicles are required including reference information of the vehicle’s viewpoint as well

as the image coordinates of the appearance keypoints. To this end, a subset of 260 images from

the KITTI data set are used. The 2D image reference bounding boxes as well as the reference

viewpoint angles are provided as annotations of the data set (Geiger et al., 2012). The authors of

(Zia et al., 2015) labelled the 36 different Appearance keypoints in this subset of images and made

the annotations publicly available. Together with the reference viewpoint angles, their keypoint

annotations are used to train the keypoint/wireframe branch and the viewpoint branch for the

experiments conducted in this thesis, while the vehicle type branch is frozen. Note that the KITTI

images used for training are not used for evaluation in this thesis. To create the training data in the

required format, the images are cropped by the provided reference bounding boxes. The viewpoint

classes needed for the viewpoint branch are derived from the groundtruth viewpoint angles according

to the viewpoint class definition shown in Fig. 4.7b. To train the keypoint/wireframe branch, the

36 labelled keypoints are used to create the 2D reference heatmaps for the keypoints and wireframe

edges as described in Sec. 4.3.5. After training both branches, the vehicle type branch is trained

independently from the remaining branches using the data set provided by (Yang et al., 2015),

which contains images of vehicles including bounding box and vehicle type annotations. In (Yang

et al., 2015), twelve different vehicle type classes are distinguished. To map the provided classes to

the type definitions used in this work, some classes are merged. Tab. 5.6 shows the association of

the type classes provided by (Yang et al., 2015) to the classes defined in this thesis.

The network is trained using the Adam optimizer (Kingma and Ba, 2015), a variant of stochastic

mini-batch gradient descent with momentum, using the exponential decay rate for the 1st moment

estimates β1 = 0.9 and for the 2nd moment estimates β2 = 0.999. A mini-batch size of N = 50 and

an initial learning rate of ∇ = 10−4 are applied. To improve training, the learning rate is dropped

by a factor of 10−1 after 5 epochs with no improvement in the validation loss. Furthermore, batch

normalisation (Ioffe and Szegedy, 2015) is used and Dropout (Srivastava et al., 2014) is applied

Table 5.6: Vehicle type class definition made in this thesis and the associated classes defined in

(Yang et al., 2015).

Ours Compact car Sedan SUV Estate car Sports car Truck Van

Yang et al. Hatchback Sedan SUV Estate car Sports car Pickup MPV

(2015) Fastback Crossover Convertible Minibus

Hardtop conv.
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to the fully-connected layers with a rate of 0.5. Data augmentation is applied according to the

descriptions given in Sec. 4.3.5. The selected values for the hyperparameters are summarised in

Tab. 5.4.

5.4 Evaluation strategy and evaluation criteria

This section describes the test setup and the strategy for the quantitative evaluation of the pro-

posed approach for vehicle reconstruction and its components. Fundamental aspects which are

thoroughly analysed in the evaluation concern the performance of the applied detection approach,

the performance of the presented CNN, and the performance of the probabilistic model for vehi-

cle reconstruction regarding the quality of the estimated vehicle poses and shapes as well as its

performance in comparison to related methods. The test setup which is established for a detailed

assessment of these aspects is defined in the following paragraphs. The quantitative evaluation is

used to answer the research questions presented in Sec. 5.1.

5.4.1 Detection

The proposed method for vehicle reconstruction builds upon initially detected vehicles. The pro-

cedure applied to derive the initial vehicle detections is described in Sec. 4.1.4 and makes use of

the detection and instance segmentation method described in (He et al., 2017). In the evaluation

of the results for pose and shape reconstruction, which is conducted in the following sections, all

correctly detected vehicles are considered. To determine, whether a vehicle is detected correctly or

not, the reference vehicle image bounding boxes are compared to the detected bounding boxes by

computing the intersection-over-union (IoU) index

IoU =
Aoverlap

Aunion
, (5.1)

where Aoverlap is the area of overlap between reference and detection bounding box, and Aunion is

their area of union. The official evaluation metric for 2D object detection proposed for the KITTI

benchmark requires an IoU of 70% for a detection to be counted as correct 4. However, as mentioned

in Sec. 5.2, the reference image bounding boxes for both, the KITTI and the ICSENS data sets, are

derived from backprojecting the reference 3D bounding box or reference CAD models to the image,

respectively. As a consequence, the image bounding boxes contain the extent of the entire objects,

independent from occluded and therefore non-visible object parts in the image. An example for

reference bounding boxes of the KITTI images can be seen in Fig. 5.4, where the reference 3D

bounding boxes are backprojected to the image to derive the 2D reference bounding boxes which

consequently also include occluded objects. The detection approach applied in this thesis, however,

4http://www.cvlibs.net/datasets/kitti/
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only detects the visible parts of the vehicles and the detection bounding boxes therefore only enclose

the non-occluded object parts. Depending on the required IoU, this leads to the effect that actually

correctly detected vehicles are considered as being not correctly detected, decreasing the number

of true positive detections while simultaneously increasing the number of false positive detections.

For this reason, in the evaluation of this thesis, the required IoU is relaxed. A car is considered to

be a true positive detection if the IoU is larger than 50%. In the case of multiple detections for the

same vehicle, one detection is counted as a true positive, whereas further detections are counted

as false positives. To quantitatively assess the detection performance on both data sets, the values

for

• Recall: percentage of all reference vehicles that are successfully detected,

• Precision: percentage of detections that actually are vehicles and

• F1 score: harmonic mean of recall and precision

are used. The evaluation of the detection results is presented in Sec. 6.1.

(a) Backprojected 3D bounding boxes. (b) 2D bounding boxes.

Figure 5.4: Example of reference bounding boxes of the KITTI data set. Green boxes denote fully

visible vehicles and red boxes denote occluded vehicles. The 2D bounding boxes are

derived from the backprojected 3D bounding boxes and thus include the full extent of

the object, independent from occlusions.

5.4.2 Multi-Task CNN

The CNN which is proposed in this thesis contains multiple branches that are used to generate

additional observations in the form of probability maps for vehicle keypoints and the vehicle wire-

frame, and to derive prior distributions for the vehicle viewpoint and the vehicle type (cf. Sec. 4.3).

A reference for the viewpoint is available for both test data sets, while a reference for the vehicle

category is only available for the ICSENS data. The availability of these reference data allows an

investigation of the performance of the viewpoint and vehicle type branches of the CNN, which is

analysed in Sec. 6.2 based on the evaluation criteria described in this section. An evaluation of the

individual branches allows to draw conclusions about the suitability of the proposed CNN for the

derivation of prior information, which is subject of research question (1) in Sec. 5.1.
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Evaluation of the viewpoint branch

As described in Sec. 4.3.3, the viewpoint branch of the CNN contains three classification heads

(Branch I-III), one head for each hierarchical viewpoint class layer. As evaluation criterion, the

overall accuracy (OA) is used, which is computed according to the ratio of the number of correctly

classified images and the total number of images, and therefore represents the overall proportion

of correct classifications in [%]. The OA that is achieved by the individual classification heads is

analysed using the reference viewpoint information. To this end, the viewpoint class receiving the

maximum confidence score is treated as the inferred class for the calculation of the OA. Furthermore,

the proposed CNN uses a probabilistic averaging layer to produce the final probability distribution

for the viewpoint Πϑ by combining the outputs of the individual heads. The viewpoint distribution

as well as the most likely viewpoint ϑCNN which is derived from the distribution are considered

in the presented orientation prior of the probabilistic model. To evaluate the beneficial effect of

the hierarchical setup of the viewpoint branch, the overall classification accuracy that is achieved

by deriving the viewpoint class of each hierarchical layer from ϑCNN can be compared to the

OA of the single classification heads. In particular, this comparison is able to reveal if potential

classification errors of individual classification heads can be mitigated due to the hierarchical setup.

The evaluation is conducted based on the results that are achieved by the CNN when applied to

the vehicles of the KITTI and of the ICSENS data sets.

Evaluation of the vehicle type branch

The vehicle type branch of the CNN delivers classification scores for each of the distinguished vehicle

type classes. The overall accuracy is used as metric to evaluate the quality of the classification

results. As explained in Sec. 5.2.2, the class boundaries between some the considered vehicle type

classes are not clearly defined. The vague definition of the class boundaries is expected to be

reflected by a broad distribution of the confidence scores predicted by the vehicle type branch over

the concerned classes. To account for this effect in the evaluation, different values of OA are

reported: The Top-1 OA, which reports the percentage of correct classifications that are obtained

by using the class exhibiting the highest confidence score as the predicted one. In addition, the

Top-2 and Top-3 OA values are analysed. To obtain the Top-2 and Top-3 accuracies, a sample is

considered to be a true positive if the reference class is among the two or three classes having the

highest confidence scores, respectively. For the evaluation, the ICSENS data set is used, because

it contains a reference for the vehicle type.

5.4.3 Probabilistic model for vehicle reconstruction

The core of the experimental evaluation contains the analysis of the results that are obtained by

the proposed method for the 3D vehicle reconstruction. The main goals of the analysis are to
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evaluate the contribution of the individual components of the probabilistic model (question 2 in

Sec. 5.1), to evaluate the quality of the results which can be obtained by the full model, and to

investigate its limitations (both question 3 in Sec. 5.1). To be able to obtain detailed insights into

the behaviour and distribution of the errors in the estimation of pose and shape, suitable evaluation

criteria to asses the quality of the reconstructed vehicles are proposed. The following paragraphs

give a description of the evaluation strategy and evaluation criteria applied for a thorough analysis

of the probabilistic model.

Ablation studies of the model components

To asses the impact of the components of the probabilistic model developed in this thesis, the

effects of the individual likelihood and prior terms are analysed in Sec. 6.3. In order to asses

the contributions of the individual constituents, different variants for the probabilistic model are

defined, each of them considering a different set of likelihood and prior terms. The ablation studies

of the majority of model components are performed on the KITTI training set and the results

obtained by the different variants are compared and analysed w.r.t. the research question (2) asked

in Sec. 5.1. A set of selected variants are also evaluated on the ICSENS data.

In a first set of experiments the effects of the individual likelihood terms and their potential benefits

are evaluated (Sec. 6.3.1). For that purpose, several variants of the probabilistic model are defined,

each consisting of a different set of likelihood terms. In this set of experiments, the state prior terms

are not used for the reconstruction, so that they correspond to variants of a maximum likelihood

estimation of the vehicle shape and pose. Note that in this estimation, the regularisation of shape

deformations by the category-aware shape prior is omitted. However, constraints on the shape prior

still have to be introduced to avoid unconstrained shape variations of the ASM, which may result

in geometrically invalid vehicle shapes. One option would be to restrict the shape parameters to

a predefined interval, e.g. [−3, 3], which would allow shape variations within 3σs of the variations

contained in the training set (cf. Sec. 2.2). To achieve a probabilistic formulation, in this setting

the shape parameters are chosen to be regularised by penalising deviations from the mean ASM

shape, as it is also done in comparable related methods, e.g. (Zia et al., 2013; Engelmann et al.,

2016). By doing so, the category-aware shape prior formulation proposed in this thesis (Eq. 4.25)

is replaced by

log p(γ) = −
1

ns

ns∑

s=1

(
γs
2σs

)2

. (5.2)

The potential benefit of the category-aware shape prior in comparison to the regularisation setting

defined here is analysed in later sections. The variants and the likelihood terms used in the indi-

vidual variants are shown in Tab. 5.7. More details are given in the subsequent paragraphs.
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Table 5.7: Settings and variants for the likelihood formulations. The symbols indicate whether a

term is considered in the respective variant (✓) or not (✗). The likelihood terms are

those defined in Sec. 4.4.

Init(-) p(Xv|s) p(HK|s) p(HW |s)

Init(-) ✓ ✗ ✗ ✗

Base ✓ ✓ ✗ ✗

Base+K ✓ ✓ ✓ ✗

Base+W ✓ ✓ ✗ ✓

Base+K+W ✓ ✓ ✓ ✓

Init(-): As described in Sec. 4.4.7, the proposed parameter initialisation is based on the probability

distributions of the state priors. To be consistent with the assumption of neglecting the prior infor-

mation in this set of experiments, an uninformed initialisation is used for the maximum likelihood

estimation, denoted by Init(-). In the absence of prior information for the target state variables the

parameter initialisation is purely based on the stereo reconstructed 3D points of the vehicle Xv.

The position of the initial particle s10 = (t10, θ
1
0, γ

1
0) is determined as explained in Sec. 4.4.7: The

minimum 2D bounding box, enclosing the 2D projections of the 3D vehicle points on the ground

plane, is created and the initial position t10 is set to its centre. The particle orientation θ10 is set to

the orientation of the first semi-major axis of the box. The shape parameter vector γ10 is initialised

as zero vector, thus representing the mean vehicle shape model.

Base: In this variant, the baseline setting is defined in which only the 3D likelihood term is

considered for model fitting. The 3D likelihood p(Xv|s) is chosen to define the baseline model

because it is exclusively based on the ASM and the reconstructed 3D points and, therefore, this

variant does not require any supervised learning. The observations generated by the CNN (keypoint

and wireframe heatmaps) are not considered here. Successively, the additional likelihood terms are

added in the next steps to evaluate their impact on the results.

Base+K: This variant performs model fitting based on the 3D likelihood p(Xv|s) in combination

with the keypoint likelihood p(HK|s) to evaluate the impact of the keypoint predictions on the

reconstruction.

Base+W: Similar to the previous setting, in this setting the model fitting is based on the com-

bination of the 3D likelihood p(Xv|s) and the wireframe likelihood p(HW |s). The effects of the

wireframe predictions can be compared to the effect of the keypoint predictions when considered

for the vehicle reconstruction.
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Base+K+W: This setting corresponds to the complete maximum likelihood estimation of the

presented probabilistic model. Compared to the previous settings, the potential synergy between

all likelihood terms can be assessed.

In a second block of experiments, the effect of the state prior terms on the vehicle reconstruction

is analysed (Sec. 6.3.2). To this end, we perform model fitting based on the 3D likelihood p(Xv|s)

as baseline setting and evaluate the effect of considering the individual state priors during the

reconstruction. Tab. 5.8 contains the chosen combinations of prior terms within the probabilistic

model that are evaluated in this context. Again, as long as not all prior terms are considered, the

uninformed initialisation Init(-) is used to instantiate the vehicle model. As soon as all prior terms

are incorporated for vehicle reconstruction, the informed procedure for model initialisation Init(+)

proposed in Sec. 4.4.7 is applied.

Table 5.8: Settings and variants for the evaluation of state prior terms. The symbols indicate

whether a term is considered in the respective variant (✓) or not (✗). The prior terms

are those defined in Sec. 4.4.

Init(-) Init(+) p(γ) p(t) p(θ)

Base+S ✓ ✗ ✓ ✗ ✗

Base+S+P ✓ ✗ ✓ ✓ ✗

Init(+) ✗ ✓ ✗ ✗ ✗

Base+S+P+O ✗ ✓ ✓ ✓ ✓

Base+S: In the first setting, the shape prior term p(γ) according to Eq. 4.25 is added to the model

alignment based on the 3D likelihood.

Base+S+P: In this setting, the position prior p(t) is added to the probabilistic model by consid-

ering the probabilistic free-space grid map during the model alignment.

Init(+): As the initialisation strategy proposed in this thesis (cf. Sec. 4.4.7) for instantiating the

model parameters is based on the prior probabilities for the viewpoint and the shape, which are

inferred by the CNN, the variants of model alignment which have been defined so far and which

did not exploit all state priors were built upon the uninformed initialisation Init(-) to be consistent

with assumptions on the availability of information. When using the full prior formulation during

the model alignment, i.e. if all the information required for the proposed parameter initialisation

can be assumend to be available, the informed initialisation Init(+) can be applied. In the Init(+)

setting, the quality of pose parameters that can already be achieved by this informed initialisation is

evaluated. Note that consequently, for the Init(+) variant, no likelihood term is used and therefore,

model fitting is not performed in this variant.
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Base+S+P+O: Finally, to assess the potential of the complete state priors, the shape, posi-

tion, and orientation priors are jointly considered as regularisers on the state parameters during

alignment.

Analysis of the full model for vehicle reconstruction

In this analysis, the evaluation of the vehicle reconstructions using the complete probabilistic for-

mulation of the energy function of Eq. 4.12, referred to as the Full model, is conducted (Sec. 6.4) to

assess the quality of the results that can be obtained by the presented approach (research question

(3) in Sec. 5.1). The Full model makes use of all proposed likelihood and prior terms (cf. Tab. 5.9),

fusing observations and priors from the 2D image and the 3D object space domain. Until now,

every setting was built on top of the base variant, thus using the 3D likelihood for model fitting.

To evaluate the importance of the 3D observations for the vehicle reconstruction, a variant form

of the Full model is proposed, referred to as Full Img, which neglects all terms derived from the

explicit 3D information (the 3D likelihood and the position prior) and which consequently uses

only the image information (cf. Tab. 5.9). 3D information is only used implicitly in this variant

due to the usage of keypoint and wireframe heatmaps of both, the left and right, stereo images.

The results for pose (Sec. 6.4.1) and shape (Sec. 6.4.2) obtained by the Full model are evaluated

on both, the KITTI and the ICSENS data sets. To get further insights into the limitations of the

presented method, an in-depth analysis of the results obtained by the Full model is conducted using

the KITTI data set (Sec. 6.4.3). In this context, reconstruction errors are analysed as functions of

the vehicle viewpoint and of the vehicle distance, and as potential systematic errors are analysed

as well.

Table 5.9: Settings of the Full and the Full Img variant. The symbols indicate whether a term is

considered in the respective variant (✓) or not (✗). The likelihood and prior terms are

those described in Sec. 4.4.

Init(+) p(Xv|s) p(HK|s) p(HW |s) p(γ) p(t) p(θ)

Full ✓ ✓ ✓ ✓ ✓ ✓ ✓

Full Img ✓ ✗ ✓ ✓ ✓ ✗ ✓

Criteria for pose and shape evaluation

To evaluate the vehicle reconstruction, the resulting pose and shape of each fitted 3D vehicle model

are compared to the reference data for location, orientation, and shape of the vehicles.

Pose metrics: To achieve detailed insights into the quality of pose reconstructions, position and

orientation estimates are reported in three stages. The values for t25, t50, and t75 report the per-
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centage of determined vehicle positions whose euclidean distance dt to the reference position is

smaller than 0.25m, 0.50m, and 0.75m, respectively. Similarly, θ5, θ10, and θ22.5 show the percent-

age of estimated vehicle orientations whose distance to the reference orientation dθ is less than 5◦,

10◦, and 22.5◦, respectively. For a joint evaluation of position and orientation, the number of pose

estimates that are correct in both, position and orientation, are reported in t75+θ5 considering the

0.75m and 5◦ thresholds. Furthermore, to distinguish between estimates of the position in lateral

(across the camera’s line of sight) and longitudinal (along the camera’s line of sight) direction,

tlat25/50/75 and tlon25/50/75 report the percentage of lateral and longitudinal position estimates whose

error is smaller than 0.25m, 0.50m, and 0.75m, respectively. The root mean square (RMS) error

is used to report the quadratic mean of the errors for position εtrms and orientation εθrms with

εt/θrms =

√
√
√
√

1

nveh

nveh∑

i=1

(

di
t/θ

)2
, (5.3)

with nveh representing the number of vehicles that are considered to calculate the RMS error. The

results for the orientation estimates of some of the tested variants reveal systematic errors with

the majority of incorrect orientation estimates being wrong by about 180◦, rendering the RMS

unsuited as an overall error metric. Due to this, the RMS is only used to assess the errors for

the set of vehicles whose distance or angle difference to the reference, respectively, is smaller than

the defined thresholds. As a consequence, an RMS error is calculated for each of the position and

orientation metrics defined above. In order to derive a global error metric for all vehicles, a more

robust measure of the average error is used by reporting the median of the position errors εtMed

and the median of the orientation errors εθMed. In addition, the median absolute deviation σ
t/θ
MAD is

reported to assess the variability of the errors w.r.t. the median with

σ
t/θ
MAD = k ·median

(∣
∣
∣di

t/θ − ε
t/θ
Med

∣
∣
∣

)

, (5.4)

and with k = 1.4826 as a constant factor (Hampel et al., 1986).

Shape metrics: Given the 3D vehicle reconstructions, an analysis of the quality of the recon-

structed vehicle shapes is conducted. In case of the KITTI data, which only provides 3D bounding

boxes as reference for the vehicles, the vehicle dimensions are the only criteria based on which

the inferred shape can be evaluated. To this end, average errors and average absolute errors are

computed from the differences of the reference and the inferred length, width, and height of the

vehicles for the KITTI data set. In contrast to the reported average of absolute errors, the signed

average errors give insights into potential biases. While a normal distribution of errors would result

in average errors close to zero, a larger deviation from zero indicates an estimation of the vehicle

dimensions being systematically to large (in case of negative average errors) or to small (in case

of positive average errors), respectively. Instead of 3D bounding boxes, the ICSENS data provides

CAD models as reference. In order to compute the same evaluation metrics for the ICSENS data,

the minimum 3D bounding box enclosing the CAD models is derived from the reference.
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In addition, the reference CAD models are used to compute an error metric based on the distances

between corresponding keypoints of the reference model and the estimated model (in the body

coordinate system AC of the vehicles). To this end, the RMS error drms of the euclidean distances

dcK between corresponding keypoints c = [1, CK] is computed for every vehicle:

drms =

√
√
√
√ 1

CK

CK∑

c=1

(
dcK

)2
(5.5)

This error represents the quality of the estimated shape w.r.t. the reference shape for a single

vehicle. To assess the average quality of shape estimation that is achieved on the whole data set,

the geometric mean εKrms of drms is computed with

εKrms =

√
√
√
√

1

nveh

nveh∑

i=1

(dirms)
2. (5.6)

Analysis of further aspects

In Sec. 6.4.3, the influence of the distance and the viewpoint on the quality of the pose estimates is

analysed in order to get further insights into the strengths and limitations of the proposed approach.

To this end, we analyse the performance of vehicle reconstruction as a function of distance and

viewpoint. As far as the dependency of the results from the distance is concerned, we distinguish

vehicles at four distance classes (distances of 5-10m, 10-15m, 15-20m, and >20m, respectively).

The angles under which the vehicles are observed are grouped into five viewpoints, namely front,

front-side, side, back-side, and back. The exact definition of the five viewpoint classes is depicted

in Fig. 5.5. For the analysis of the limitations the KITTI data set is used, because it contains more

vehicles, which is important to obtain representative values for the viewpoints and distance classes.

5.4.4 Comparison to related methods

In order to compare the performance of the proposed method to the performance of related methods,

the test data set and evaluation metrics of the official KITTI benchmark can be used. However, the

focus of that benchmark lies on object detection. As a consequence, metrics to assess the quality of

pose estimation are coupled with the performance of detection (cf. (Geiger et al., 2012) for a detailed

description of the error metrics). To assess the orientation accuracy, the official metric of the KITTI

benchmark is the Average Orientation Similarity (AOS), which multiplies the Average Precision

(AP) of the detector with the average cosine distance similarity for the orientation. However, as

explained in Sec. 5.4.1, evaluating the performance of vehicle detection of the method proposed here

delivers rather pessimistic results due to the discrepancy in the definition of the bounding boxes

provided as reference and those derived from the detection. To still be able to compare the the
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Figure 5.5: Viewpoint categories that are distinguished in the analysis on the influence of the view-

point on the results of the pose estimation.

orientation estimates to the results achieved by related methods, we apply the Orientation Score

(OS) metric that was proposed in (Mousavian et al., 2017), and which factors out the 2D detector

performance by computing the ratio between AOS over AP. Thus, OS is a metric that is unaffected

by the detector’s performance and can be used to assess the quality of the estimated orientation

values.
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6 Results and discussion

In this thesis, a probabilistic approach for the reconstruction of vehicles detected from stereo

images is proposed. This chapter presents and discusses the conducted experiments and the results

that are achieved by the presented method. First, the performance of the object detector which

is applied for the detection of vehicles (Sec. 6.1) and the performance of the developed CNN are

analysed (Sec. 6.2). Afterwards, an ablation study of the individual components of the probabilistic

approach for vehicle reconstruction is presented (Sec. 6.3). The performance of the complete method

is thoroughly evaluated in Sec. 6.4. A comparison of the results that are achieved by the proposed

method and results achieved by related methods is given in Sec. 6.5. The chapter concludes with

a discussion of the presented results in Sec. 6.6.

6.1 Detection

The initial step of the proposed method consists of detecting the vehicles that are visible in the

stereo images. For each detected vehicle instance, the proposed procedure is conducted with the

goal to derive a parametrised 3D reconstruction of the vehicle. To this end, it is important that the

applied approach for vehicle detection (cf. Sec. 4.1.4) achieves a high detection rate, as undetected

vehicles cannot be considered in the reconstruction approach. On the other hand, mainly from a

computational point of view, it is also important that the rate of false detection is kept low as every

false detection leads to an unnecessary execution of the reconstruction procedure.

Tab. 6.1 shows the percentage of correctly detected vehicles (Recall) for both, the KITTI and

the ICSENS data sets. As described in Sec. 5.2, meaningful precision and F1 scores can only be

delivered for the KITTI data set, because in contrast to the ICSENS data, vehicles which are

visible in the images but which are not contained in the reference are annotated as don’t care areas,

so that it is possible not to count them as false positive detections if they are detected correctly.

Furthermore, because false positive detections cannot be associated to one of the easy, moderate or

hard categories, the precision and F1 score can only be computed for the overall data set. Using the

KITTI data set, 99.1% and 97.0% of the vehicles associated to the easy and moderate categories,

respectively, are detected. For the hard category, the recall is considerably lower. One possible

reason for this effect is the discrepancy between the definition of reference bounding boxes and

these bounding boxes obtained from the detection, a problem which has already been addressed
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Table 6.1: Performance metrics resulting from the applied Mask RCNN on the KITTI and ICSENS

data sets.

KITTI easy moderate hard overall

Recall [%] 99.1 97.0 87.2 92.9

Precision [%] ——— ——— ——— 98.1

F1 score ——— ——— ——— 95.9

ICSENS easy difficult ———

Recall [%] 91.9 89.2 ———

in Sec. 5.4.1. Another reason is that an increasing degree of object occlusion negatively effects the

performance of the detector due to the missing observations for the occluded object parts. The

precision achieved for the entire KITTI data set is 98.1% which means that 1.9% of all detections

are actually not vehicles. However, it has to be noted that a part of the declared false positive

detections are caused by the mentioned discrepancy of reference and detection bounding boxes,

where the required value for the IoU is not achieved.

The recall values achieved on the ICSENS data set are considerably lower. Here, the recall is 91.9%

and 89.2% for the easy and difficult categories, respectively. It has to be noted that the category

difficult comprises all vehicles that are associated to the moderate and hard difficulty levels in the

KITTI benchmark. In order to find a potential explanation for the discrepancy of the recall values

obtained on the KITTI and the ICSENS data sets, missing detections in the ICSENS data are

analysed. The ICSENS data were acquired in the context of research on collaborative positioning

of vehicles in dynamic networks (Schön et al., 2018). To this end, three vans serving as sensor

nodes in the network were equipped with multi-sensor platforms, and different driving scenarios

were designed in order to generate sensor data with mutual observations. A detailed description

of the sensor platforms and the scenarios is given in (Schön et al., 2018). As a consequence of

the scenario design towards the generation of mutual observations, a considerable proportion of

the vehicles visible in the ICSENS data consists of the other measurement vans. However, for

some reason, the Mask RCNN (He et al., 2017) applied for the detection in this work, frequently

fails to detect the other measurement vehicles. Fig. 6.1 shows selected examples of images from

the ICSENS data set, in which the measurement vehicle in the centre of the image could not be

detected by the Mask RCNN (first three rows), while in the image shown in the last row, the same

van has successfully been detected. The missing detections of the described vans is responsible for a

considerable proportion of the lower recall values for the ICSENS data in comparison to the values

achieved for the KITTI data. The right column of Fig. 6.1 shows the backprojected wireframes

of the ASMs which are estimated by the method proposed in this thesis. As the reconstruction

procedure is conducted for every detected vehicle, obviously no ASM is fitted to undetected vehicles.

In the subsequent sections, which focus on the evaluation of the quality of the reconstruction, only
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the true positives are considered, i.e., only vehicle detections that are associated to a reference

object.

Figure 6.1: Left column: Detection results of the Mask RCNN applied on the ICSENS data. Bound-

ing boxes are shown in light blue and the instance segmentation masks in transparent

blue. Right column: The wireframes of the estimated ASM are backprojected to the

images. An ASM can only be fitted to the vehicles that are detected. The first three

rows show the frequently occurring missed detection of the van in the centre of the

images. However, the very same van has been successfully detected and reconstructed

in the image shown in the last row.
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6.2 Evaluation of the CNN components

To derive prior information about the vehicle orientation and the vehicle type, the viewpoint and

the vehicle type branch of the CNN are used. Both branches are classification branches, designed to

output a confidence score for each of the set of considered viewpoint and type classes, respectively.

The confidence scores are interpreted as probabilities for the occurrence of the respective classes in

order to derive a probability distribution which is incorporated in the probabilistic model as a state

prior . This section presents a study of the performance of the individual branches by evaluating

the quality of their classification in order to answer the research question (1) in Sec. 5.1.

6.2.1 Evaluation of the viewpoint branch

In Sec. 4.3.3, the hierarchical class structure of the viewpoint classes is presented, which consists

of three hierarchical class layers, distinguishing between 4, 8, and 16 different classes for the view-

point angle, respectively. The viewpoint branch consists of three classification heads (Branch I -

III), where each head is used for the prediction of the different classes that are contained in the

hierarchical class definitions. In a probabilistic averaging layer, the outputs of the individual heads

are merged to derive a probability distribution. The setup of the viewpoint branch followed the

intuition that the classification accuracy decreases with an increasing number of viewpoint classes.

The hierarchical setup was chosen to be able to profit from the expectedly more reliable output of

the coarse class layers while still leveraging the more detailed output of the finer layers. One way

to evaluate if the initial assumption and the promised effect of the hierarchical setup holds true

is to analyse the performance of the individual classification heads and to compare the results to

the result that is obtained by merging the outputs those single branches. To this end, Tab. 6.2

shows the overall accuracies (OAs) that are obtained by the individual classification heads on the

KITTI and the ICSENS data sets. Furthermore, the class of each hierarchical layer can be derived

from the viewpoint ϑCNN , which is the viewpoint having the maximum value in the probability

distribution computed by the probabilistic averaging layer (cf. Sec 4.3.3). The overall accuracy

achieved by using these classes is also presented in the table.

Regarding the results that are obtained on the KITTI data, the assumption that a finer definition

of viewpoint classes leads to a lower classification accuracy by using the Branch I - III classification

heads is verified. While in the easy category, an OA of 96.6% is achieved for the classification of four

viewpoint classes, i.e. the class definition, where each class corresponds to a viewpoint interval of a

width of 90◦, the OA of 91.1% for the classification of 16 classes is significantly lower. This effect is

even more distinctive for the moderate and hard categories. Furthermore, the classification based

on ϑCNN , i.e. on the combined usage of the classification branches, improves the results obtained

by only using the single classification branches in all cases. This observable pattern supports the

rationale on which the hierarchical setup of the viewpoint branch is founded and indicates that the
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Table 6.2: Overall accuracies achieved by the viewpoint branch and its components for the classifi-

cation of viewpoint classes on the KITTI and the ICSENS data sets.

4 classes 8 classes 16 classes

OA [%] Branch I ϑCNN Branch II ϑCNN Branch III ϑCNN

K
IT

T
I easy 96.6 98.5 93.3 94.2 91.1 91.4

moderate 95.4 97.1 90.1 91.4 87.6 88.2

hard 82.8 85.2 76.3 78.1 72.7 73.6

IC
S
E
N
S easy 78.6 83.6 71.6 77.0 75.1 70.6

difficult 78.5 83.6 70.4 75.3 72.3 69.6

probability distribution that is obtained by the combined use of the classification branches improves

over the distributions that are achieved by the individual branches.

The results for the OA obtained on the ICSENS data set for 4 and 8 classes support the conclusion

that were drawn based on the results for the KITTI data. Here, the classification accuracy derived

from ϑCNN surpasses the results that are achieved by the individual branches by a significant

margin. However, counterintuitively, the OAof 75.1% and 72.3% for the easy and difficult categories

obtained by Branch III for 16 viewpoint classes are larger than the OAs obtained by Branch II for

only 8 classes. Due to this fact, the OA using the class derived from ϑCNN for the 16 class layer is

smaller compared to the OA achieved by the usage of Branch III alone.

Apart from determining the overall classification accuracy from the predicted viewpoint ϑCNN , its

quality w.r.t. the continuous reference viewpoint can be assessed. To this end, the reader is referred

to the analysis of the Init(+) variant, which is presented in Secs. 6.3 and 6.4, as this variant reports

the quality of the initial vehicle models which are instantiated by using ϑCNN in order to define

the initial orientation.

6.2.2 Evaluation of the vehicle type branch

In this section, the performance of the vehicle type branch is analysed based on the overall accuracy

of the vehicle type classifications. As mentioned in Sec. 5.2, the association of a vehicle to one of

a set of defined vehicle types can be an ambiguous task in some cases, even for human annotators.

Depending on the vehicle types that are to be distinguished, the transitions between the appearance

of different type classes can be fluent. As a consequence, for some vehicles, the decision of assigning

them to one class or another can be difficult due to a vague and not stringent definition of the type

classes themselves. Transferring these properties to the expected results of a vehicle type classifier

leads to the expectation that the partially vague class definitions are reflected by a larger amount

of class confusion on the one hand, and by the prediction of confidence scores that lack of a distinct
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maximum on the other hand. In Tab. 6.3 the OAs computed from the classification results of the

vehicle type branch on the ICSENS data set are shown. To analyse the effect of potential confusions

due to vague class boundaries between specific vehicle types, the Top-1 - Top-3 overall accuracies

are reported in the table.

Tab. 6.3 shows that the OA of vehicle types is relatively low. If only the class having the highest

score is considered (Top-1 OA), it is at 58.0% and 57.5% for the easy and difficult categories,

respectively. On the one hand, the different data domains used for training and testing can be

a potential factor limiting the performance of the classifier on the ICSENS data. On the other

hand, confusions in the classification results that are caused by the problems described above

can potentially cause a significant contingent of incorrect classifications. To get deeper insights

into the behavior of the vehicle type branch, Fig. 6.2 shows selected properties of the confidence

scores predicted by the classifier for the type classes. One indicator for the vagueness of the class

definitions to actually be a problem for the classifier is the magnitude of the #1 confidence score,

i.e. the score with the largest value among all classes. A histogram of the #1 scores obtained by

the Vehicle type branch on the ICSENS data is shown in Fig. 6.2a. Another indicator for the same

phenomenon is the ratio between the #2 and #1 scores, i.e. the ratio between the second largest

and largest confidence scores, lying in the range [0,1]. A larger value for that ratio indicates a

higher uncertainty of the classifier about the distinction between the two classes associated to the

scores. A histogram of the ratio between the #2 and #1 confidence scores obtained on the ICSENS

data is shown in Fig. 6.2b.

As can be seen in Fig. 6.2a, only about 10% of all vehicles obtain a #1 confidence score of 0.9 or

higher for one of the classes. Instead, the largest amount of more than 18% of the data achieve #1

scores between 0.5 and 0.6. Interpreting the distribution allows the conclusion that in a considerable

amount of cases, the certainty of the classifier to predict the correct class is relatively small. As

Fig. 6.2b reveals, this conclusion is further stressed by the relatively large proportion of data (14

and 16% for the easy and difficult levels), for which the ratio of #2 and #1 confidence scores is

larger than 0.75, i.e. the confidence score for the second most probable class is almost as large as

the one for the most probable class. Another 18-21% of the data exhibit a confidence score ratio

between 0.5 and 0.75. Taking into account the OA achieved for the Top-2 and Top-3 evaluation

shown in Tab. 6.3, which permit confusions between the first two and first three most confidently

predicted classes, increases the accuracy by about 13.5 and 21.8%, respectively.

To sum up, the prediction of the vehicle type by the vehicle type branch results in comparably

low overall Top-1 accuracies. However, the uncertainties of the prediction are reflected by likewise

low confidence scores for the predictions. One reason for this behaviour may be the vagueness of

the class definition mentioned earlier. However, the confidence-aware shape prior term (Eq. 4.25)

which makes use of the output of the vehicle type branch considers the prediction uncertainties and

is therefore able to handle classification errors caused by a potentially indistinct definition of vehicle
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Table 6.3: Overall classification results of the vehicle type branch on the KITTI data. Top-1 - Top-3

OAs [%] are shown.

Top-1 Top-2 Top-3

ICSENS

easy 58.0 71.6 79.8

difficult 57.5 70.8 79.3

(a) Histogram of the #1 confidence scores obtained by

the vehicle type branch on the ICSENS data.

(b) Histogram of the ratio of #2 and #1 score of the

vehicle type branch on the ICSENS data..

Figure 6.2: Distribution and properties of the classification confidence scores obtained by the vehicle

type branch on the ICSENS data.

type assignments. The effect of the shape prior term leveraging the predictions of the vehicle type

is investigated in Sec. 6.3.2.

While the analysis of the viewpoint and the vehicle type branches presented in this section answers

the first research question of Sec. 5.1 w.r.t. the performance of the individual branches of the CNN,

the suitability of their output for the derivation of state priors is investigated in Sec. 6.3.2.

6.3 Ablation studies of the model components

This section presents an ablation study of the individual components of the proposed probabilistic

model for vehicle reconstruction in order to answer research question (2) of Sec. 5.1 by investigating

the desired benefit from the individual likelihoods and priors. To this end, different variants of

combining different constituents of the model were presented in Sec. 5.4.3. In Sec. 6.3.1, the

likelihood terms and their contribution on the quality of the results are investigated. The effect

and benefit of the state prior terms is evaluated in Sec. 6.3.2. The ablation study is performed on

the KITTI data.
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6.3.1 Analysis of the observation likelihoods

To evaluate the overall performance of the model variants using the likelihood terms, Tab. 6.4 shows

the numerical results for the different position and orientation metrics achieved by each individual

setting defined in Tab. 5.7. Tab. 6.5 contains the error metrics achieved by the different likelihood

variants. To enable detailed insights into the orientation estimates, Fig. 6.3 shows a cumulative

histogram (Fig. 6.3a) and a histogram (Fig. 6.3b) of orientation errors for the easy level. The

behavioural pattern of the results for the easy level is representative for the other difficulty levels,

although the absolute values of the results differ.

Table 6.4: Quantitative pose estimation results for the likelihood variants on the KITTI training

set. The best achieved values for the respective metrics are printed in bold font.

in [%] Init(-) Base Base+K Base+W Base+K+W

ea
sy

t25 15.6 39.9 41.6 42.3 40.7

t50 40.6 71.8 71.6 73.6 73.0

t75 66.1 87.3 87.1 89.0 88.5

θ5 9.2 57.0 73.3 84.8 84.9

θ10 13.5 68.8 81.9 94.3 95.2

θ22.5 18.8 74.5 84.6 96.8 97.9

t75 + θ5 6.9 54.1 68.3 78.0 77.6

m
o
d
er
at
e

t25 13.7 36.4 38.8 39.2 38.6

t50 36.2 67.5 68.7 70.2 70.6

t75 58.9 82.6 83.9 85.3 85.9

θ5 8.7 52.9 68.4 77.3 78.7

θ10 13.0 64.5 76.5 86.2 88.4

θ22.5 18.2 70.2 80.1 89.4 91.8

t75 + θ5 5.6 49.7 63.8 71.6 72.5

h
ar
d

t25 11.5 32.5 34.9 35.4 35.4

t50 30.7 60.8 62.7 64.1 65.0

t75 51.2 75.2 77.1 78.8 79.8

θ5 8.4 47.7 61.8 68.6 70.3

θ10 12.9 58.0 69.2 76.9 79.6

θ22.5 18.0 63.4 72.8 80.2 83.2

t75 + θ5 5.0 44.2 57.2 63.5 64.6

Init(-): Tab. 6.4 shows that the initialised position is estimated within a radius of 0.75m from

the true position in 66.1% of the cases and in a radius of 0.25m in only 15.6% of the cases for fully

visible vehicles. The numbers decrease significantly for occluded or truncated objects. As only

3D points reconstructed from the parts of the vehicle that are visible to the camera are used for

the initialisation, partial occlusion and self-occlusion lead to bounding boxes that do not cover the
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Table 6.5: Error metrics for the likelihood variants on the KITTI training set. The smallest values

achieved for the different metrics among all settings are printed in bold font.

Init(-) Base Base+K Base+W Base+K+W
ea
sy

εt
Med

[m] 0.59 0.31 0.30 0.30 0.31

σt

MAD
[m] 0.38 0.25 0.25 0.24 0.24

εθ
Med

[◦] 86.5 3.9 2.2 1.9 1.9

σθ
MAD

[◦] 72.7 4.5 2.3 1.9 1.8

m
o
d
er
a
te

εt
Med

[m] 0.65 0.34 0.32 0.32 0.32

σt

MAD
[m] 0.43 0.27 0.27 0.26 0.26

εθ
Med

[◦] 88.1 4.5 2.5 2.2 2.1

σθ
MAD

[◦] 83.9 5.4 2.7 2.2 2.1

h
a
rd

εt
Med

[m] 0.73 0.39 0.36 0.36 0.36

σt

MAD
[m] 0.49 0.33 0.32 0.31 0.30

εθ
Med

[◦] 87.6 5.6 2.9 2.5 2.4

σθ
MAD

[◦] 75.5 7.4 3.5 2.8 2.7

whole vehicle but only the visible parts. Consequently, deriving the initial position from the centres

of these underestimated bounding boxes results in shifts w.r.t. the true centre. The rationale behind

the initialisation of the vehicle orientation from the semi-major bounding box axis is derived from

the heuristic assumption about the proportion of the vehicle dimensions (usually the side-length

is longer than the front/back-width). However, even if this assumption holds true, it introduces

ambiguities w.r.t. the two possible opposed directions of the semi-major axis. Furthermore, the

heuristic can be violated in the case of bounding boxes that are too small due to occlusions. In

these cases, the initial orientation may suffer from an offset to the true orientation of abount 90◦.

The described phenomena are visible in Fig. 6.3 where, apart from the peak at orientation errors

smaller than 22.5◦, the peaks in the histogram correspond to orientation errors of about 90◦ and

180◦, respectively. Consequently, the number of correct orientation estimations is quite poor, with

a maximum of 18.8% for the easy category and the coarse error threshold of 22.5◦. Accordingly,

the median errors for position and orientation for this variant are large with up to 0.73m for the

position and up to 88.1◦ for the orientation (cf. Tab. 6.5). However, as the subsequent sections will

show, the proposed approach is robust against these initialisation errors.

Base: In this setting, the ASM is fitted to the triangulated point cloud. This procedure already

delivers significantly better results for the pose compared to the initial parameters of the Init(-)

setting. For the t75 and θ22.5 metrics of the easy level, Tab. 6.4 shows that the number of correct

position estimates improves from 66.1 to 87.3% , while the number of correct orientation estimates

almost triples and achieves 74.5% of correct fits. As a consequence, the median errors achieved

by this setting are drastically reduced (cf. Tab. 6.5). It is interesting to see the change of the

orientation error distribution shown in the Figs. 6.3. The increase of correct orientation estimates
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(b) Histogram of orientation errors.

Figure 6.3: Histograms of absolute differences between estimated and reference orientations for the

maximum likelihood variants on the KITTI training data (easy level).

primarily reduces the incorrect orientation initialisations lying in the intermediate orientation bins

(45 − 157.5◦), especially in the 90◦ bin. Compared to this, the reduction of errors in the last bin

is relatively small. As a consequence, the large majority of wrong orientation estimates resulting

from the base variant are incorrect by about 180◦ and, thus, correspond to an opposite orientation

compared to the true one. This phenomenon is suspected to be caused by the symmetries of the 3D

shape of vehicles w.r.t. their lateral axis, leading to ambiguities between the two opposite viewing

directions that cannot be resolved by the 3D likelihood term.

One goal of extending and composing the probabilistic formulation by multiple likelihoods derived

from both, the 3D and 2D domains, is to exploit the redundancy obtained by using additional

observations in order to resolve ambiguities that are potentially inherited by the individual likeli-

hoods. The effects of adding the keypoint and a wireframe likelihood are analysed in the following

paragraphs.

Base+K: This variant performs model fitting based on the 3D likelihood in combination with

the keypoint likelihood. Tab. 6.4 shows that considering the keypoint likelihood leads to similar

or slightly improved results regarding the position estimation compared to the base variant. The

improvement is larger for occluded vehicles in the moderate and hard levels than for fully visible

(easy) vehicles. In contrast to the small benefits regarding the position, for the orientation esti-

mation there are larger improvements of up to 10.1% for the 22.5◦ threshold and of even up to

16.3% for the 5◦ threshold due to considering the keypoint likelihood. According to this observation,

the median error for the position improves only slightly compared to the base setting, while the

median orientation error improves by about 45% in all difficulty levels. As Fig. 6.3b reveals, the

improvements on the orientation results lead to a reduction of erroneous estimations mainly in the

last (180◦) orientation bin. It is reasonable to assume that the introduction of semantic knowledge

in the keypoint likelihood, especially the differentiation between keypoints belonging to front and
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back parts and to left and right parts of the vehicles, helps to reduce the ambiguities between

vehicle models with opposite viewing directions.

Base+W: Similarly to the previous setting, in this setting the model fitting is based on the com-

bination of the 3D likelihood and the wireframe likelihood. The effects of the wireframe predictions

can be compared to the effect of the keypoint predictions when considered for the vehicle recon-

struction. Comparing the results to the Base+K variant, the improvement is even larger, especially

regarding the number of correct orientation estimations, which increase drastically as can be seen

in Tab. 6.4. The large improvement of the orientation estimates achieved by the wireframe like-

lihood compared to the keypoint likelihood seems surprising. It can possibly be explained by the

differences between the point-like representation of the keypoints and the linear representation of

the wireframe. An alignment of 3D model keypoints to its detected 2D counterparts in the image

inherits a certain degree of geometrical instability, because small localisation errors on the image

plane can result in large uncertainties in 3D space. In contrast to the point-like representation

by keypoints, a representation by edges leads to geometrically more stable alignments. It can be

assumed that these properties lead to a better performance of the wireframe likelihood for model

alignment compared to the keypoint likelihood.

Base+K+W: This setting uses all likelihood terms introduced in Sec. 4.4. Compared to the pre-

vious settings, the potential synergy of all likelihood terms can be assessed. According to Tab. 6.4,

in the easy category, i.e. for fully visible vehicles, the number of correct position estimates decreases

slightly compared to the Base+W variant, while at the same time subtle improvements in the num-

ber of correct orientation estimates are achieved. For occluded vehicles (moderate and hard levels),

the improvement w.r.t. the orientation estimation is even more distinct and in these cases also the

position estimation receives benefits from considering both, the keypoint and wireframe likelihoods,

during model fitting. Except for the easy category, where the median error for the position is

slightly larger compared to the median error achieved by the Base+K and Base+W variant, the

Base+K+W setting achieves the smallest median errors and median absolute deviations for both,

the position and orientation estimates. Regarding the number of reconstructed vehicles which are

correct in both, position and orientation, according to the t75 + θ5 metric, the consideration of the

complete maximum likelihood formulation achieves best results for the moderate and hard levels

of difficulty. These findings answer the question (2) in Sec. 5.1 w.r.t. the contribution of the indi-

vidual likelihood terms to the vehicle reconstruction by demonstrating the benefit from the joint

consideration of all likelihood terms for the quality of the reconstructions.

Qualitative results obtained by the Base+K+W variant are shown in Fig. 6.4, which contains

visualisations of the probability maps for the keypoints and wireframes as well as the wireframe of

the reconstructed ASM backprojected to the left stereo image. To be able to show the probability

maps for the individual keypoints and wireframe definitions in one image, the heatmaps of all
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keypoints and wireframes are superimposed and the maximum value among all heatmaps for each

pixel is shown.

Figure 6.4: Qualitative results obtained by the Base+K+W variant on four images from the KITTI

data set. For every image, a triplet consisting of the probability maps for vehicle key-

points (top) and vehicle wireframes (middle) superimposed to the left input image are

shown (the cold to warm colour coding represents low to high probabilities). Further-

more, the backprojected wireframes of the reconstructed vehicles are depicted (bottom).
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6.3.2 Analysis of the state priors

In this section, the effect of the state priors on the vehicle reconstruction is analysed. To this end,

we perform model fitting based on the 3D likelihood as baseline setting and evaluate the effect of

considering the individual state priors during the reconstruction. The results for the Init(-) and

base settings are recalled for comparison. The resulting values for the proposed evaluation metrics

are shown in Tab. 6.6 and for the error metrics in Tab. 6.7. The detailed histograms revealing the

error distribution of the orientation estimates are depicted in Fig. 6.5.

Table 6.6: Quantitative pose estimation results for the state prior variants on the KITTI training

set. The best achieved values for the respective metrics are printed in bold font.

in [%] Init(-) Base Base+S Base+S+P Init(+) Base+S+P+O

ea
sy

t25 15.6 39.9 45.0 45.9 15.3 46.6

t50 40.6 71.8 74.9 76.7 40.5 77.1

t75 66.1 87.3 88.8 91.3 66.2 92.1

θ5 9.2 57.0 60.4 66.9 42.0 77.3

θ10 13.5 68.8 69.5 76.1 71.3 95.1

θ22.5 18.8 74.5 73.1 79.6 97.8 98.6

t75 + θ5 6.9 54.1 58.3 64.1 28.0 73.0

m
o
d
er
at
e

t25 13.7 36.4 40.9 41.2 13.5 43.0

t50 36.2 67.5 71.0 72.1 36.0 74.2

t75 58.9 82.6 84.3 85.9 59.0 89.2

θ5 8.7 52.9 56.0 60.3 37.4 72.5

θ10 13.0 64.5 64.9 69.0 66.6 89.8

θ22.5 18.2 70.2 69.0 73.3 93.6 95.3

t75 + θ5 5.6 49.7 53.6 57.2 23.5 68.0

h
ar
d

t25 11.5 32.5 36.3 36.6 11.3 38.9

t50 30.7 60.8 64.0 65.3 30.6 68.9

t75 51.2 75.2 76.9 78.7 51.2 83.8

θ5 8.4 47.7 50.4 53.7 32.8 66.9

θ10 12.9 58.0 58.4 61.7 60.4 82.9

θ22.5 18.0 63.4 62.3 65.9 87.2 89.4

t75 + θ5 5.0 44.2 47.6 50.6 19.7 61.5

Base+S: In this setting the shape prior term is added to the model alignment based on the 3D

likelihood. As can be noticed in Tab. 6.6, the number of correct position estimates, especially

w.r.t. to the finer-grained metrics t25 and t50, is significantly improved by the incorporation of the

category-aware shape prior, with improvements of up to 5.1%. It is reasonable to conclude that the

category-aware regularisation of the model shapes results in a better representations of the observed

vehicles w.r.t. to their dimensions. When only considering the 3D likelihood for model alignment,

there are errors of shape reconstructions and therefore errors in the estimated vehicle dimensions,
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Table 6.7: Error metrics for the state prior variants on the KITTI training set. The smallest values

achieved for the different metrics among all settings are printed in bold font.

in [%] Init(-) Base Base+S Base+S+P Init(+) Base+S+P+O

ea
sy

εt
Med

[m] 0.59 0.31 0.28 0.27 0.59 0.27

σt

MAD
[m] 0.38 0.25 0.22 0.22 0.38 0.21

εθ
Med

[◦] 86.5 3.9 3.3 2.8 6.6 2.5

σθ
MAD

[◦] 72.7 4.5 3.8 3.0 6.1 2.5

m
o
d
er
a
te

εt
Med

[m] 0.65 0.34 0.31 0.30 0.65 0.29

σt

MAD
[m] 0.43 0.27 0.25 0.23 0.43 0.22

εθ
Med

[◦] 88.1 4.5 3.8 3.4 7.4 2.7

σθ
MAD

[◦] 83.9 5.4 4.7 3.9 6.4 2.7

h
a
rd

εt
Med

[m] 0.73 0.39 0.35 0.34 0.73 0.32

σt

MAD
[m] 0.49 0.33 0.30 0.29 0.49 0.26

εθ
Med

[◦] 87.6 5.6 4.9 4.2 8.3 3.1

σθ
MAD

[◦] 75.5 7.4 6.5 5.3 7.0 3.2

caused by the fact that the observed 3D points are only available for a part of the vehicle because

no points are observed on the vehicle side facing away from the camera. Introducing a shape

regularisation that is aware of the vehicle category, which in many/most cases is directly related

to the vehicle dimensions, leads to better regularisation constraints on the shape and consequently

to enhanced results for the position estimates. At the same time, the consideration of the shape

prior also significantly improves the results for orientation estimation w.r.t. the θ5 metric while the

number of correct orientation estimates in the θ22.5 metric is slightly decreased. As can be seen in

Fig. 6.5, the additional erroneous orientation estimates are to be found almost exclusively in the

last orientation error bin (180◦). Both, the median errors for position and orientation, are notably

improved by the consideration of the shape prior term (cf. Tab. 6.7). To conclude, the category-

aware shape prior proposed in this thesis leads to an increase in correct position estimations,

probably due to a better representation of shape and dimension by the shape prior, and to a better

quality of the orientation estimations due to an increased number of correct orientation estimations

within the 5◦ threshold. Consequently, the suitability of the type predictions as prior information

for the vehicle shape (research question (1), Sec. 5.1) could be demonstrated. However, the shape

prior obviously reintroduces ambiguities between vehicles having opposite viewing directions.

Base+S+P: In this setting, the position prior is added to the probabilistic model by considering

the probabilistic free-space grid map during the model alignment. The intention behind this prior

term is to prevent vehicle models from being located in areas that are likely to be unoccupied

according to the observations. The position prior thus enforces shifts and/or rotation on models

that are violating the consistency between the footprint of the model and the free-space grid map.

Tab. 6.6 shows that the estimation of the orientation as well as the one of the position benefits from
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Figure 6.5: Histograms of absolute differences between estimated and reference orientations for the

prior term variants on the KITTI training data (easy level).

this extension for fully visible as well as occluded vehicles. The number of joint correct position

and orientation estimates (t75 + θ5 criterion) increases by a significant margin of up 5.7% in the

easy level. An interesting observation can be made from Fig. 6.5: Considering free-space leads to

a reduction of incorrect orientation estimations mainly in the intermediate bins while the number

of orientation results in the first and last bin increases compared to the Base model. This is

an expected and natural effect of the position prior because, due to the symmetry properties of

vehicles, it is not able to distinguish between two vehicles with opposite headings.

Init(+): In the Init(+) setting, the model parameters for shape and orientation are defined as

the most likely parameter set derived from the prediction of the CNN for the vehicle type and

the orientation. The prediction of the viewpoint and the vehicle type has already been analysed

in Sec. 6.2. In this section, the quality of pose parameters that are determined by this informed

initialisation is evaluated.

As can be seen from Tab. 6.6, using the Init(+) and the Init(-) initialisations leads to almost the

same results for the position parameters. Consequently, the median errors for the position achieved

by the two different initialisation procedures are identical (cf. Tab. 6.7). However, significant

differences occur in the initialisation of the orientation. While only 18.8% of the initial models of

the Init(-) setting are within 22.5◦ of the correct values in the easy level, this number is at 97.8%

for the Init(+) variant. For the moderate and hard categories, the numbers are lower, but the

performance pattern comparing the two initialisation variants is similar. However, with 42.0% of

model initialisations that differ less than 5◦ from the reference values, it has to be noted that a

large gap exists between coarse and fine quality of the orientation instantiations. Nevertheless, the

median errors for the orientation decrease from more than 85◦ for the Init(-) variant to less than

9◦ for the Init(+) variant. Regarding the research question (1) in Sec. 5.1, the large amount of
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correct orientation results for the θ22.5 metric is considered as highly suitable for instantiation of

the vehicle models for the subsequent reconstruction.

Base+S+P+O: Finally, to assess the full potential of the state priors, the shape, position, and

orientation priors are jointly considered as regularisers for the state parameters during alignment.

As can be seen from Tab. 6.6, the best results among all prior settings are achieved by this variant

combining all prior terms. This observation underlines the value of each individual prior formulation

proposed in this thesis for the model alignment. Comparing the full prior formulation to the

Base+S+P variant shows that including the orientation prior in model alignment leads to huge

improvements regarding the quality of the orientation estimates, demonstrating the beneficial effect

of the viewpoint predictions (research question (1), Sec. 5.1). In the easy level, the number of correct

orientations improves by 10.4 for the θ5 metric and 19.0% for θ10 and θ22.5 metrics, respectively.

For the more challenging difficulty levels, the amount of improvement is even higher. At the same

time, the consideration of the orientation prior also leads to a slight benefit on the number of

correct position estimates, which slightly improve throughout all levels of difficulties by up to 5.1%

for the t75 metric and up to 2.3% for the t25 metric. Tab. 6.7 shows that the joint consideration

of all priors leads to the smallest median errors for both, position and orientation throughout all

levels of difficulty. The analysis of this section demonstrates the beneficial effect of incorporating

the proposed state priors into the approach for model fitting, thus answering the second part of

the research question (2) in Sec. 5.1.

While the values for orientation and position estimates for the coarse metrics t75 and θ22.5 are

already fairly high with up to 98.6 and 92.1% by only considering the Base model and the state

priors, the achieved results for the fine metrics are significantly lower. In the following section the

combination of both, the full likelihood as well as the complete prior of the probabilistic model is

analysed.

6.4 Analysis of the full model for vehicle reconstruction

This section contains the analysis of the complete probabilistic formulation of the energy function

that is presented in this thesis (cf. Sec. 4.4), referred to as the Full model. The Full model is tested

on both, the KITTI and the ICSENS data sets. The results will be investigated w.r.t. the quality of

the estimated pose parameters (Sec. 6.4.1) and w.r.t. the quality of the estimated shape parameters

(Sec. 6.4.2). An analysis of the limitations of the full proposed probabilistic model is conducted in

Sec. 6.4.3. The investigations conducted in this section strive for answers to the questions asked in

the context of the research question (3) in Sec. 5.1.
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6.4.1 Evaluation of the pose

The quality of the pose parameters that is achieved on the KITTI and ICSENS data sets is analysed

in this section and compared the Base+K+W and Base+S+P+O variant to asses the potential of

the full formulation of the energy function.

Results on the KITTI data

Tab. 6.8 contains the pose estimation results achieved by the Full model on the KITTI data

set including the RMS errors for position and orientation that are computed from all instances

that are correct according to the respective pose metrics (the results for the Base+K+W and

the Base+S+P+O are recalled for comparison). Besides, the results achieved by the Full Img

variant, neglecting all terms which are based on explicit 3D information, are shown to assess the

importance of 3D data for the reconstruction. In addition, Tab. 6.9 shows the error median error

metrics resulting from the tested variants on the KITTI data.

According to Tab. 6.8, when describing the results of the Full probabilistic model compared to

the Base+K+W and Base+S+P+O variants, a distinction has to be made between the results

for position and the results for the orientation. Counterintuitively, the amount of correct position

estimates decreases in the easy category when combining the likelihood terms and prior terms in the

Full model, compared to both, the Base+K+W and the Base+S+P+O settings. This decrease is

less distinct for the moderate and hard categories, where the decrease of correct position estimates

of the Full model w.r.t. the Base+S+P+O model is smaller, and in fact an increase of correct

position estimates using the Full model can be observed compared to the Base+K+W model. The

Base+S+P+O variant delivers the best results for the position estimates throughout all difficulty

levels, with 5.5 and 8.0% more correct estimates in the easy category for the t75 and t25 metrics,

respectively. In the moderate and hard level, the differences are smaller, with 3.0/5.4%, and

2.0/3.9% for the t75/t25 metrics, respectively.

In contrast, regarding the results for the estimated orientations, the Full model achieves the highest

number of correct estimates throughout all levels of difficulty. While the numbers of correct orienta-

tion estimates for the θ22.5 metric achieved by the Base+S+P+O settings were already fairly high,

with up to 98.6% in the easy category and up to 89.4% in the hard category, only small improve-

ments of up to 1.4% are achieved by the Full model. The improvements created by the Full model

compared to the Base+K+W and the Base+S+P+O models within the finer-grained θ5 metric

are up to 12.8% in the easy category and up to 11.7% in the hard category, which is remarkably

large. The number of vehicle reconstructions that are correct w.r.t. both, the t75 and θ5 metrics,

are largest for the Full model throughout all difficulty levels. In accordance with the observations

described so far, the median errors resulting from the Full model are slightly larger compared to

the other variants regarding the position, but slightly smaller w.r.t. the orientation.
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Table 6.8: Quantitative pose estimation results for the full probabilistic model and selected variants

on the KITTI training set. The best achieved values for the respective metrics are printed

in bold font.

Base+K+W Base+S+P+O Full Full Img

[%] ε
t/θ
rms [%] ε

t/θ
rms [%] ε

t/θ
rms [%] ε

t/θ
rms

ea
sy

t25 40.7 0.15m 46.6 0.16m 38.6 0.16m 26.7 0.16m

t50 73.0 0.27m 77.1 0.26m 70.3 0.27m 52.9 0.29m

t75 88.5 0.36m 92.1 0.34m 86.6 0.36m 70.8 0.40m

θ5 84.9 2.2 ◦ 77.3 2.5 ◦ 90.1 2.1 ◦ 81.0 2.2 ◦

θ10 95.2 3.1 ◦ 95.1 3.8 ◦ 97.8 2.8 ◦ 92.5 3.3 ◦

θ22.5 97.9 3.8 ◦ 98.6 4.4 ◦ 98.9 3.1 ◦ 98.2 4.5 ◦

t75 + θ5 77.6 - 73.0 - 79.8 - 59.0 -

m
o
d
er
at
e

t25 38.6 0.15m 43.0 0.16m 37.6 0.16m 25.0 0.16m

t50 70.6 0.26m 74.2 0.26m 69.9 0.28m 49.8 0.29m

t75 85.9 0.36m 89.2 0.38m 86.2 0.36m 67.3 0.40m

θ5 78.7 2.2 ◦ 72.5 2.5 ◦ 85.4 2.1 ◦ 76.6 2.2 ◦

θ10 88.4 3.1 ◦ 89.8 3.8 ◦ 93.5 2.9 ◦ 88.5 3.3 ◦

θ22.5 91.8 4.0 ◦ 95.3 5.1 ◦ 96.2 3.8 ◦ 95.0 4.9 ◦

t75 + θ5 72.5 - 68.0 - 76.5 - 55.5 -

h
ar
d

t25 35.4 0.16m 38.9 0.16m 35.0 0.16m 22.6 0.16m

t50 65.0 0.27m 68.9 0.27m 65.7 0.28m 45.7 0.29m

t75 79.8 0.36m 83.8 0.35m 81.8 0.37m 62.5 0.41m

θ5 70.3 2.2 ◦ 66.9 2.5 ◦ 78.6 2.1 ◦ 69.3 2.2 ◦

θ10 79.6 3.2 ◦ 82.9 3.8 ◦ 87.0 3.0 ◦ 81.9 3.5 ◦

θ22.5 83.2 4.3 ◦ 89.4 5.4 ◦ 90.8 4.2 ◦ 89.1 5.3 ◦

t75 + θ5 64.7 - 61.5 - 70.1 - 50.0 -

Comparing the performance of the Full Img variant, which does not consider the terms based on

explicit 3D information, to the performance of the Full model, a significant decrease in the numbers

of both, position and orientation metrics, is visible (cf. Tab. 6.8). The decrease of performance is

also reflected by the median errors for position and orientation, shown in Tab. 6.9. While the

median errors for the orientation increase by 0.3◦ up to 0.5◦ for the Full Img variant, and are still

smaller compared to the errors achieved by the Base+S+P+O setting, the median errors for the

position increase by a factor up to 1.5 and are clearly the highest among all the settings shown in

Tab. 6.9. This behaviour demonstrates the importance of the 3D information for the estimation of

the orientation but especially for the estimation of the position.

For 90.1% of the detected and fully visible vehicles (easy level), the Full probabilistic model pro-

posed in this thesis delivers an orientation estimate that is correct within 5◦ compared to the

reference, while even 97.8% of the reconstructed vehicles have an orientation estimate with an
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Table 6.9: Error metrics for the Full model and selected variants on the KITTI training set. The

best achieved values for the respective metrics are printed in bold font.

Base+K+W Base+S+P+O Full Full Img

ea
sy

εt
Med

[m] 0.31 0.27 0.33 0.47

σt

MAD
[m] 0.24 0.21 0.26 0.40

εθ
Med

[◦] 1.9 2.5 1.7 2.0

σθ
MAD

[◦] 1.8 2.5 1.6 2.0

m
o
d
er
a
te

εt
Med

[m] 0.32 0.29 0.33 0.50

σt

MAD
[m] 0.26 0.22 0.26 0.44

εθ
Med

[◦] 2.1 2.7 1.8 2.2

σθ
MAD

[◦] 2.1 2.7 1.7 2.2

h
a
rd

εt
Med

[m] 0.36 0.32 0.36 0.55

σt

MAD
[m] 0.30 0.26 0.29 0.50

εθ
Med

[◦] 2.4 3.1 2.0 2.5

σθ
MAD

[◦] 2.7 3.2 2.1 2.7

error smaller than 10◦. The numbers are somewhat smaller for the occluded or truncated vehi-

cles in the more challenging categories. In terms of correctly estimated vehicle positions, 86.7%

of the detected vehicles exhibit position errors of less than 75 cm, in the easy level. Considering

an error threshold of 50 cm, 70.3% are still correct, while this number reduces to 38.6% for the

error threshold of 25 cm. These numbers slightly decrease for the moderate and hard categories. A

reason for the position errors can be the fact that the position of the vehicles, being represented

by the vehicle’s centre points which are lying in the inside of the vehicles, are an entity which is

never directly observed in the images, but instead is derived from the reconstructed 3D vehicle

shape. As a matter of fact, a vehicle is never entirely visible in the image but instead, only one

or two of the four vehicle sides are observed, while the remaining parts of the vehicle are averted

from the camera and therefore are invisible. As a consequence, the extent of the vehicle in the

viewing direction is always unobserved and ambiguous. Model based approaches as proposed in

this thesis constrain and derive the full extent of the object using statistically learned shape priors.

As an example, the length of a vehicle which is observed from the front is hard to determine. As,

for instance, the shape of the frontal part of a compact car can be very similar to an estate car,

determining the extent of the vehicle is highly ambiguous and can cause differences of 1-2m. As

the vehicle position is derived from the reconstructed model, the remaining ambiguities of object

extent in the viewing direction cause errors in the position estimates, expecting errors to especially

occur in the viewing direction of the camera. To verify this hypothesis, an analysis of the position

estimates, distinguished by errors in lateral (across the viewing direction of the camera) and longi-

tudinal (along the viewing direction of the camera) directions is conducted. Tab. 6.10 contains the

numbers of correctly estimated lateral and longitudinal vehicle coordinates, denoted by tlat and
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Table 6.10: Number of correct longitudinal and lateral position estimates of the Full model on the

KITTI training set.

Lateral position Longitudinal position

[%] tlat25 tlat50 tlat75 tlon25 tlon50 tlon75

easy 88.0 97.3 98.8 43.3 73.4 88.7

moderate 84.1 95.5 97.9 43.4 74.3 88.8

hard 79.3 91.4 95.6 42.0 71.4 85.5

tlon where a coordinate is considered to be correct if its absolute difference from the reference is

smaller than 25, 50 and 75 cm, respectively. This table shows the obvious differences between the

results for the estimated lateral and longitudinal positions. While the number of estimated lateral

coordinates that are within 75 cm of the reference lies between 95.6 and 98.8% for all difficulty

categories, these numbers are approximately 10% lower for the longitudinal position estimates.

This discrepancy becomes even larger considering 25 cm as threshold for an estimate to be counted

as correct. In the lateral direction, up to 88.0% of the reconstructed vehicles exhibit a position

which is correct within 25 cm. In the longitudinal direction, only half of this number is achieved.

One reason for this observation can be the uncertainty of determining the depth, which increases

with an increasing distance of the vehicles to the camera. A detailed investigation on the influence

of the vehicle distance on the reconstruction results is presented in Sec. 6.4.3. Furthermore, the

observation of obtaining worse results for the longitudinal compared to the lateral position supports

the hypothesis that the errors in estimating the overall vehicle position are likely caused by the

ambiguities in determining the spatial extent of the vehicles in the longitudinal direction.

To get deeper insights into the distribution of longitudinal position errors, Fig. 6.6 contains a

histogram of the signed longitudinal position errors. The figure shows the histogram of errors for

position estimates being closer to the camera compared to the reference in orange, and the histogram

of erroneous estimates being further away from the camera in blue. For all three categories, easy,

moderate and hard, an identical pattern can be observed, indicating a clear systematic effect in

the longitudinal error distribution. The majority of incorrect position estimates, namely 78.8 -

83.6%, result from estimated positions that are further away from the camera compared to the true

position. This effect can be caused by two possible reasons or a combination of both. Either, the

vehicle is reconstructed with a shift in the viewing direction, or, as explained above, the extent of

the vehicle is estimated to be too large in the direction of the vehicle side averted to the camera.

Sec. 6.4.2, which provides an analysis of the results for the reconstructed vehicle shapes, supports

the latter assumption.
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Figure 6.6: Histograms of signed longitudinal position errors resulting from the KITTI data. The

orange bars demonstrate errors in the direction of the camera, the blue bars demonstrate

errors in the opposed camera direction.

Results on the ICSENS data

In addition to the evaluation of the performance on the KITTI data set, the Base+K+W, the Base-

+S+P+O, as well as the Full settings of the proposed method were also applied to the ICSENS

data. Tab 6.11 contains the corresponding quantitative results that are obtained by the mentioned

settings. In the context of the research objective (3) presented in Sec. 5.1, the main intention of

analysing the results of the proposed method on a second and independent data set is to answer

the following questions:

• Do the different components which are incorporated in the probabilistic model lead to the

same pattern and the same effect as on the first data set and thus, support the previous

conclusions about their potential benefits or drawbacks?

• Are the obtained quantitative results comparable to the results obtained on the first data set,

potentially indicating the transferability of the proposed method to the input data and its

generalisation ability?

The quality of the initialisation, which is evaluated in the Init(+) variant in Tab. 6.8, is comparable

to the initialisation quality achieved on the KITTI data (cf. Tab. 6.6). In fact, the number of

initial positions of the different metrics are slightly higher (e.g. +5.6%) for the t25 metric in the

easy category), which is probably caused by the smaller depth uncertainties of the 3D points of

the ICSENS data (cf. Tab. 5.3). The large numbers of 96.8% (easy) and 92.7% (difficult) which

are already achieved by the Init(+) setting for the θ22.5 metric once again demonstrate the good

performance of the viewpoint branch (research question (1) in Sec. 5.1), even on the ICSENS data,

i.e. on data from a different domain as the one the viewpoint branch has been trained on.

The benefit of combining all likelihood terms with the state priors in the Full formulation on the

results for the orientation estimation, which could be observed on the KITTI data (cf. Tab. 6.8), is
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Table 6.11: Quantitative pose estimation results for the Full probabilistic model and selected vari-

ants on the ICSENS data set. The best values for the respective metrics are printed in

bold font.

Init(+) Base+K+W Base+S+P+O Full

[%] ε
t/θ
rms [%] ε

t/θ
rms [%] ε

t/θ
rms [%] ε

t/θ
rms

ea
sy

t25 20.9 0.16m 38.3 0.16m 48.3 0.16m 44.7 0.16m

t50 48.7 0.31m 76.9 0.28m 81.1 0.26m 82.5 0.27m

t75 71.4 0.43m 90.7 0.35m 93.5 0.33m 93.9 0.33m

θ5 52.4 2.9 ◦ 69.0 2.6 ◦ 68.5 2.7 ◦ 73.8 2.5 ◦

θ10 84.6 5.0 ◦ 88.3 4.0 ◦ 91.0 4.2 ◦ 92.2 3.9 ◦

θ22.5 96.8 6.6 ◦ 94.0 5.2 ◦ 96.7 5.1 ◦ 97.0 4.7 ◦

t75 + θ5 37.2 - 65.5 - 65.3 70.5

d
iffi

cu
lt

t25 15.8 0.16m 37.3 0.16m 41.4 0.16m 43.3 0.16m

t50 38.3 0.31m 73.7 0.28m 75.2 0.27m 78.1 0.27m

t75 58.7 0.45m 87.6 0.35m 88.7 0.35m 90.5 0.34m

θ5 47.9 2.9 ◦ 66.2 2.6 ◦ 64.9 2.7 ◦ 71.6 2.5 ◦

θ10 80.2 5.1 ◦ 84.7 4.0 ◦ 87.6 4.2 ◦ 89.3 3.9 ◦

θ22.5 92.7 6.8 ◦ 90.1 5.2 ◦ 93.6 5.3 ◦ 94.1 4.9 ◦

t75 + θ5 29.5 - 62.5 - 60.5 - 67.4 -

also visible from the results on the ICSENS data. The Full model delivers the best results, although

the improvement over the other variants is less distinct compared to the results on the KITTI data.

However, in contrast to the observations made from Tab. 6.8, in which the combination of likelihood

and prior terms lead to a decrease in the amount of correct position estimates, the Full model also

improves the position results on the ICSENS data. An exception is the t25 metric, where the

Base+S+P+O setting achieves the best results for the easy category. Nevertheless, the overall

tendency appearing from Tab. 6.11 attests the beneficial effect of the joint consideration of the

proposed likelihoods and state priors.

Comparing the results achieved on the two different data sets by the Full model, different phe-

nomena are observable. Regarding the results for determining the position, it is apparent that the

performance on the ICSENS data reveals significant better numbers compared to the performance

on the KITTI data. In the easy category, the difference in the amount of correct position esti-

mates ranges from 4.5 - 11.3% for the different evaluation metrics. In the previous sections, the

depth uncertainty has been identified as a strong impact factor on the performance of the position

reconstruction. An explanation for the comparably better results for the position on the ICSENS

data thus can be the larger baseline of the ICSENS stereo rig, and consequently, a comparably

lower depth uncertainty. Besides, as described in Sec. 5.2, the references for the ICSENS data

are generated based on the same disparity maps that are used in the proposed method. Potential



6.4 Analysis of the full model for vehicle reconstruction 113

Table 6.12: Error metrics for the Full model and selected variants on the KITTI training set. The

best achieved values for the respective metrics are printed in bold font.

Init(+) Base+K+W Base+S+P+O Full

ea
sy

εt
Med

[m] 0.51 0.31 0.26 0.28

σt

MAD
[m] 0.37 0.21 0.19 0.19

εθ
Med

[◦] 4.7 3.2 3.4 2.8

σθ
MAD

[◦] 3.8 2.9 3.0 2.6

d
iffi

cu
lt

εt
Med

[m] 0.64 0.32 0.30 0.29

σt

MAD
[m] 0.48 0.23 0.23 0.21

εθ
Med

[◦] 5.2 3.3 3.5 2.9

σθ
MAD

[◦] 4.2 3.2 3.2 2.8

errors in the disparity estimations therefore also contributed to the generation of the references and

consequently may cause slightly better results on this data.

Regarding the results obtained for the orientation, the performance of the coarse viewpoint estima-

tion is comparable for both data sets. With up to 97.0 and 98.9% of correct orientation estimates,

respectively, for the θ22.5 criterion, the proportion of vehicles whose estimated orientation is closer

to the reference than 22.5◦ is similar. However, the achieved numbers for the finer-grained orienta-

tion evaluation criteria are distinctly lower for the ICSENS data set, especially for the θ5 metric,

which is 18.4% and 17.7% lower in the easy and difficult levels, respectively, compared to the θ10

criterion. As a consequence of the worse orientation estimates, the RMS orientation errors as well

as the median errors for the orientation obtained on the ICSENS data are significantly larger com-

pared to the KITTI data. As the majority of the likelihood and prior terms of the probabilistic

model are based on the predictions of the CNN, a potential reason of the decreased performance

on the ICSENS data set may be given by the domain gap impacting the performance of the CNN,

which is mainly trained on KITTI data and therefore might perform better on data from the same

domain.

6.4.2 Evaluation of the shape

So far, only the quality of the poses that result from the vehicle reconstruction was evaluated. This

section provides an analysis of the reconstructed vehicle shapes. Tab. 6.13 shows the evaluation

metrics for the shape which are explained in Sec. 5.4.3 for the KITTI data and Tab. 6.14 shows

the shape metrics for the ICSENS data. As explained in Sec. 5.4.3, in contrast to the reported

average of absolute errors, the signed average errors give insights into potential systematics. In

this context, a larger deviation of the signed errors from zero indicates an estimation of the vehicle

dimensions being systematically to large (in case of negative average errors) or too small (in case

of positive average errors), respectively.
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Table 6.13: Shape evaluation results on the KITTI data. The dimensions of the reference bounding

boxes are compared to the vehicle dimensions resulting from the reconstruction.

Average absolute errors [m] Average errors [m]

length width height length width height

ea
sy

Base 0.36 0.10 0.23 -0.08 -0.05 0.22

Base+S 0.32 0.08 0.19 -0.03 -0.05 0.18

Full 0.37 0.11 0.12 -0.23 -0.09 0.11

m
o
d
er
a
te Base 0.39 0.10 0.23 -0.12 -0.06 0.22

Base+S 0.32 0.09 0.19 -0.06 -0.06 0.18

Full 0.37 0.11 0.13 -0.23 -0.10 0.11

h
a
rd

Base 0.40 0.10 0.22 -0.13 -0.06 0.22

Base+S 0.33 0.09 0.18 -0.07 -0.06 0.18

Full 0.38 0.11 0.13 -0.23 -0.10 0.11

In Tab. 6.13, the results of the Base, Base+S and the Full models are shown, to assess the influence

of the shape prior term on the shape estimation, as well as the final results of the entire probabilistic

model. Comparing the average absolute errors of the Base variant and the Base+S variant, the

consideration of the proposed shape prior leads to significantly better results for the vehicle length

and height, which are improved by up to 7 and 4 cm, respectively. This observation underlines

the benefit of the category-aware ASM and shape prior presented in this thesis compared to using

the commonly applied regularisation of the shape by penalising deviations from the mean ASM

shape, as it is done in the Base variant. The consideration of the Full model increases the errors

in length but gives the distinctly best results for the object height. As a general observation, it

can be noted that the errors resulting for the different difficulty levels are of almost the same size,

probably caused by the applied ASM as shape prior, which acts as a regulariser on the shape

independently from the observability of the vehicles. Furthermore, according to the results, the

largest errors in the estimated vehicle dimensions occur for the vehicle length, followed by the

height. The smallest errors are achieved for the vehicle width. One potential reason for the smaller

errors for the estimated vehicle width can be that the variations of the width of different vehicles are

lower compared to variations in the length and height and the maximum possible error is therefore

already smaller.

Inspecting the signed average errors for the full model to see potential systematic errors, it can be

noted that the magnitude of the average error for the height is almost as large as the average absolute

error, indicating that the height is systematically estimated too small. A potential explanation for

this is that no keypoint of the ASM is explicitly defined for the point of the vehicle with the

maximum height. The curvature of the roof is likely to cause the actual height of the vehicle to

be larger than the maximum height inferred from the keypoints. As a consequence, the height

derived from the ASM reconstructions will be smaller compared to the 3D bounding box height,
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which covers the full vehicle extent. The second observation that can be made from the signed

average errors is that the error of length and width estimates also have a high magnitude and a

negative sign, indicating that mostly, the dimensions of the vehicles are estimated too large. In

combination with the observation made earlier in Sec. 6.4.1 in Fig. 6.6, which revealed that the

position estimates are systematically too far away from the camera, two possible conclusions can

be drawn. Either the ambiguities between object size and object distance cause the reconstructed

vehicles to be scaled and shifted along the image ray as a whole, or the distance of the vehicle to

the camera is estimated correctly and the errors in the position estimates result from estimating

the vehicles to be too long in the viewing direction of the camera. To check these hypotheses,

Fig. 6.7 shows the relation between average absolute errors of the vehicle size and the absolute

position error. In this context, the average absolute errors of the vehicle size is computed from

the absolute differences between the diagonals of the footprint of the reference and the estimated

vehicle bounding boxes, because the diagonal enables a combined consideration of both aspects,

the length and the width of a vehicle. The relation between the errors in vehicle size and position

is clearly visible, as an increasing error in the position comes along with an increased error of the

estimated vehicle size. This relation might support the conclusion that errors in estimating the

vehicle’s size are potentially responsible for a part of the position errors. As could be seen from

Fig. 6.6, the number of vehicles with position errors larger than 1.2m is very low. As a consequence,

the small number causes that the average values for these categories are not representative and that

already few outliers distort the average dimension errors, leading to the irregular behavior of the

graph in Fig. 6.7 appearing for position errors larger than 1.2m.
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Figure 6.7: Relation between errors in the estimated vehicle footprint dimension and position errors.

The diagonals of the bounding boxes’ footprints are used to compute average dimension

errors from the absolute differences between the diagonals.

Regarding the dimension errors obtained on the ICSENS data (cf. Tab. 6.14), the pattern and

magnitude of average absolute errors is comparable to the one obtained on the KITTI data set. The
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Table 6.14: Shape evaluation results on the ICSENS data. The dimensions of the reference CAD

models and the reconstructed ASM are compared. Besides, the keypoint based RMS

error is computed from the euclidean distances of corresponding keypoints.

Average absolute errors [m] Average errors [m] Keypt RMS error

length width height length width height εKrms [m]

ea
sy

Base+K+W 0.44 0.13 0.21 -0.10 -0.04 -0.13 0.27

Base+S+P+O 0.38 0.09 0.14 0.01 0.03 -0.01 0.24

Full 0.45 0.13 0.23 -0.11 -0.05 -0.14 0.27

d
iffi

cu
lt Base+K+W 0.43 0.12 0.20 -0.07 -0.02 -0.09 0.26

Base+S+P+O 0.38 0.10 0.14 0.04 0.04 0.00 0.24

Full 0.42 0.12 0.20 -0.08 -0.03 -0.10 0.26

largest discrepancies between reference and estimation occur w.r.t. the length of the vehicles, while

the vehicle width is estimated with the smallest errors. Comparing the different tested variants,

the smallest errors are obtained by the Base+S+P+O setting, in which only the 3D likelihood

under consideration of the state priors is used, which again is an indicator for the benefit of the

proposed shape prior term. Remarkably, the signed average errors of this variant are close to zero,

indicating a symmetric distribution of the dimension estimates around the reference. Comparing

the results of the Full model to the Base+S+P+O, average absolute errors are slightly increased.

This observation is consistent with those made for the KITTI dataset and allows to draw similar

conclusions. The average keypoint error is consistently smallest (24 cm) for the Base+S+P+O

variant and slightly increases for the Full model. As the results for the dimension errors imply, the

largest impact on the keypoint error is expected to result from errors in the longitudinal vehicle

direction.

6.4.3 Analysis of further aspects

While its overall performance has been investigated and analysed in the previous sections, a more

detailed analysis will be conducted to highlight the strength and limitations of the proposed recon-

struction approach (research question (3) in Sec. 5.1) in the following paragraphs. The influence

of the distance and viewpoint in and under which the vehicle is observed on the quality of the

reconstruction is analysed in this section. Tab. 6.15 shows the performance results of the Full

model differentiated by the vehicle distances and viewpoints. The depth uncertainties σx of a

stereo-reconstructed 3D point in the considered distances, assuming an uncertainty of the disparity

σdisp of 1 [px] are also shown in Tab. 6.15. The angles under which the vehicles are observed are

grouped into five viewpoints, namely front, front-side, side, back-side, and back. The definition of

the viewpoint groups was shown in Fig. 5.5.
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Table 6.15: Results for pose estimation using the Full model on the KITTI data. This table reports

results of the pose evaluation metrics depending on distance and viewpoint of the

vehicles by distinguishing between different distance (left) and viewpoint categories

(right), respectively.

Vehicle distance Vehicle viewpoint

5 - 10m 10 - 15m 15 - 20m >20m front front-side side back-side back

σx [cm] 6 - 26 26 - 58 58 - 103 > 103

ea
sy

t25 [%] 60.4 54.7 28.0 17.3 52.8 34.6 15.7 35.5 34.3

t50 [%] 93.9 89.7 63.2 40.0 86.5 62.2 59.7 70.7 64.3

t75 [%] 99.0 97.6 84.6 67.6 97.2 82.6 81.8 84.8 82.6

εt
Med

[m] 0.21 0.23 0.40 0.58 0.24 0.37 0.43 0.32 0.36

θ5 [%] 94.2 94.1 89.2 83.7 96.8 88.4 70.4 88.0 88.9

θ10 [%] 99.3 99.1 97.6 95.4 99.5 97.9 89.3 95.7 97.9

θ22.5 [%] 99.7 99.6 98.8 97.6 99.6 99.3 95.6 96.8 99.1

εθ
Med

[ ◦] 1.5 1.5 1.7 2.1 1.2 1.7 3.2 1.8 1.8

m
o
d
er
at
e

t25 [%] 61.0 50.8 26.7 17.6 50.1 34.3 11.1 32.9 36.0

t50 [%] 93.6 86.6 61.2 42.5 83.6 63.5 48.3 65.5 67.7

t75 [%] 98.9 95.9 83.7 67.8 95.4 81.6 73.1 82.9 84.7

εt
Med

[m] 0.20 0.25 0.42 0.57 0.25 0.37 0.52 0.37 0.35

θ5 [%] 91.3 89.2 83.7 78.2 94.8 82.2 55.4 74.1 88.0

θ10 [%] 96.9 95.6 92.5 89.5 97.6 91.2 74.4 84.7 96.9

θ22.5 [%] 98.2 97.7 95.6 93.7 98.0 94.9 85.2 91.2 98.5

εθ
Med

[ ◦] 1.5 1.6 1.9 2.3 1.3 1.9 4.0 2.5 1.8

h
ar
d

t25 [%] 59.2 46.1 24.9 16.3 49.4 33.8 9.3 28.6 35.2

t50 [%] 92.1 80.3 57.2 39.2 82.2 62.4 38.5 58.0 66.4

t75 [%] 97.5 90.9 78.4 63.3 94.3 79.2 58.1 75.4 83.3

εt
Med

[m] 0.21 0.28 0.44 0.60 0.26 0.37 0.63 0.42 0.35

θ5 [%] 87.8 81.7 76.5 70.6 92.9 75.2 41.9 60.8 86.5

θ10 [%] 93.7 89.1 85.5 81.5 95.9 84.7 56.6 71.4 95.5

θ22.5 [%] 95.9 92.6 89.4 86.4 96.7 89.9 66.3 79.0 97.6

εθ
Med

[ ◦] 1.6 1.8 2.1 2.6 1.3 2.2 7.1 3.4 1.8

Influence of the vehicle distance

Tab. 6.15 shows that the distance of the vehicle from the camera strongly affects the ability of

correctly estimating the vehicle’s position and also affects, although less strikingly, the quality of

orientation estimates. In the easy level, it can be noticed that while the percentage of correct

position estimates lies at 99.7% for the t75 criterion and at 60.4% for t25 for vehicles in a distance

between 5 and 10m, the percentages decrease to 67.6% and 17.3% for vehicles further away from the

camera than 20m. Accordingly, the median error of the position estimates also increases drastically
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almost by a factor of three from 21 cm for vehicles in a distance between 5 and 10m to 58 cm for

vehicles being more distant than 20m. The numbers for the moderate and hard categories are

comparable and show the same pattern. It can be assumed that the increasing depth uncertainty

of distant 3D points is responsible for this effect. While an error of 1 [px] in the disparity leads

to uncertainties of 6-25 cm for triangulated 3D points in a distance of 5-10m, the uncertainty is

already 103 cm for points in a distance of 20m. As a consequence, the ability to precisely estimate

the position decreases with an increasing distance of the vehicle from the camera.

While an increasing distance of the vehicle also negatively effects the estimation of the orientation,

the influence is less distinct compared to the effect on the position estimates. In all categories

(easy, moderate, and hard), the ability of estimating the precise orientation within the θ5 criteria is

affected most by the vehicle distance, while the number of correct orientation estimates considering

the θ22.5 metric is still relatively high (86.4%) for vehicles at a distance > 20m even in the hard

difficulty level. However, the average orientation error of reconstructions from vehicles further away

from the camera than 20m is more than twice as large as for vehicles at a distance of 5-10m.

In order to draw a comparison between the quality of the results for the orientation and for the

position of the vehicles, the perpendicular error εp resulting from the median orientation errors εθMed

in dependency on the distances can be computed (cf. the figure in Tab. 6.16) and can be compared

to the median errors of the position εtMed achieved in the respective distances. Tab. 6.16 uses the

median errors for the orientation achieved on the KITTI data set in the distinguished intervals for

the distances from Tab. 6.15 to compute the perpendiculars εp and in order to compare them to

the median errors for the position achieved on the KITTI data. As can be seen from Tab. 6.16,

in a distance larger than 10m, the effect of the obtained median errors for the orientation on the

perpendicular is larger than the median errors of the position for all difficulty levels. In a distance

of 20m, εd is almost twice as large as εtMed. This behaviour can for instance be relevant in the

context of applications related to collaborative autonomous driving, in which the determined pose

of the vehicles is introduced as vehicle to vehicle (V2V) observations for the task of collaborative

positioning (Knuth and Barooah, 2009).

Influence of the vehicle viewpoint

The right-hand side of Tab. 6.15 shows the evaluation of the vehicle positions and orientations de-

pending on the viewpoint under which the vehicle is observed. Regarding the ability of determining

the orientation in dependency on the viewpoint, a clear pattern is observable. The largest numbers

of correct orientation estimates are achieved for vehicles observed from the front. The second best

performance is achieved for vehicles having the opposite viewpoint (i.e. back). A strikingly lower

amount of correct orientation estimates for both, the coarse as well as the fine evaluation metrics,

is obtained for vehicles observed under the side view. This effect is also reflected by the viewpoint-
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Table 6.16: In order to compare the results achieved for the orientation with the results achieved

for the position, the perpendicular εp is computed using the median orientation errors

of Tab. 6.15.

Vehicle distance

5 - 10m 10 - 15m 15 - 20m >20m

ea
sy

εθ
Med

[ ◦] 1.5 1.5 1.7 2.1

εp [m] 0.13 - 0.26 0.26 - 0.39 0.45 - 0.59 > 0.92

εt
Med

[m] 0.21 0.23 0.40 0.58
m
o
d
er
a
te εθ

Med
[ ◦] 1.5 1.6 1.9 2.3

εp [m] 0.13 - 0.26 0.28 - 0.42 0.50 - 0.66 > 1.00

εt
Med

[m] 0.20 0.25 0.42 0.57

h
a
rd

εθ
Med

[ ◦] 1.6 1.8 2.1 2.6

εp [m] 0.14 - 0.28 0.31 - 0.47 0.55 - 0.73 > 1.13

εt
Med

[m] 0.21 0.28 0.44 0.60

wise median orientation errors, which are up to almost five times higher for vehicles belonging to

the side category compared to vehicles being observed from the front.

A very similar pattern is observable in the results achieved for the position estimates. According

to Tab. 6.15, the most favourable viewpoint to determine the vehicle’s position is the front view.

The results show that the biggest difficulties in estimating the position occur when the vehicle is

observed from a side view.

An attempt to explain the observed behaviour could follow the argumentation that the front face

of a vehicle contains the largest geometrical variations and, consequently, delivers a more suitable

geometry for the model fitting based reconstruction. While the front face of a vehicle contains parts

like the grill, the engine cover, and the wind shield, and therefore exhibits textural and geometrical

variations due to the diversity in depth of the different parts, the side face of a vehicle resembles

a planar surface instead. These textural and geometric properties potentially affect the quality of

object reconstruction.

6.5 Comparison to related methods

This section conducts a comparison of the results obtained by the proposed method to the results

obtained by related methods from the literature in order to answer the last question asked in

the research objective (3) in Sec. 5.1. Tab. 6.17 shows the results of related methods on the

KITTI test data obtained from evaluating the results of the proposed method on the official KITTI

benchmark1, compared to the results achieved on the same test data by the method proposed

1http://www.cvlibs.net/datasets/kitti
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Table 6.17: Comparison to related methods based on the performance of the KITTI test set. The

orientation score (OS) allows a mere comparison of the orientation estimates without

the impact of the detection performance.

easy moderate hard

Method AOS AP OS AOS AP OS AOS AP OS

Pepik et al. (2015) 82.15 79.09 96.28 66.72 63.58 95.29 49.01 46.59 95.06

Chen et al. (2015) 93.04 91.44 98.28 88.64 86.10 97.13 79.10 76.52 97.73

Chen et al. (2016) 92.33 91.01 98.57 88.66 86.62 97.69 78.96 76.84 97.31

Xiang et al. (2017) 90.81 90.67 99.84 89.04 88.62 99.52 79.27 78.68 99.25

Ku et al. (2019) 93.63 93.29 99.63 88.50 87.45 98.81 73.36 72.26 98.50

Manhardt et al. (2019) 76.56 75.32 98.38 70.16 68.14 97.12 61.15 58.98 96.45

Ours (Full) 78.17 77.21 98.77 47.70 46.58 97.65 36.90 35.70 96.75

in this thesis. As discussed in Sec. 5.4.4, the metrics applied by the KITTI benchmark for pose

evaluation are coupled with the performance of detection. In order to evaluate how the method

performs solely on orientation estimation, Mousavian et al. (2017) proposed the Orientation Score

(OS) metric which factors out the 2D detector performance by computing the ratio between AOS

over AP.

As can be seen from Tab. 6.17, our results for AP, which measure the quality of the vehicle

detections, are significantly lower compared to most of the other methods. The reason for this has

already been discussed in this thesis (cf. Sec. 6.1) and is caused by the fact that only the visible

vehicle parts are detected by the approach applied in this thesis, while the reference bounding boxes

of the KITTI benchmark comprise the entire objects. However, regarding the OS, our method is en

par with or outperforms most of the shown related methods in the easy and moderate categories.

Compared to the related works, regarding the hard category, our methods reveals a larger decrease

of the OS. Throughout all difficulty levels, the best results for OS are achieved by the methods

presented by Xiang et al. (2017); Ku et al. (2019). However, it has to be noted that the different

CNN architectures which are presented in their respective work for pose estimation were trained

using the entire KITTI training data set of almost 8000 images from the same domain, while the

approach presented in this thesis was trained on only 260 images from the KITTI training set.

In order to compare the evaluation metrics developed in the context of this thesis to results achieved

by other state-of-the-art approaches, we make use of the detection and pose estimation results of

(Mousavian et al., 2017), which are provided by the authors for a subset of 3799 images from the

KITTI training data. Tab. 6.18 contains the comparison of results of the proposed Full model and

the results from Mousavian et al. (2017) on the same set of images. The images that were used

for training in this work were excluded from the evaluation of both, the results of Mousavian et

al. (2017) and ours. Our method significantly outperforms Mousavian et al. (2017) in terms of the
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Table 6.18: Comparison of the proposed method to the results achieved by Mousavian et al. (2017)

based on the evaluation metrics proposed in this thesis.

in [%] t25 t50 t75 θ5 θ10 θ22.5 t75 + θ5

ea
sy Mousavian et al. (2017) 19.5 38.4 55.1 87.1 94.9 98.9 54.8

Ours (Full) 42.7 75.2 89.5 88.7 97.0 98.5 88.5

m
o
d
.

Mousavian et al. (2017) 16.8 34.0 49.2 78.7 90.1 96.1 48.1

Ours (Full) 39.3 72.4 87.8 83.5 92.3 95.6 85.8

h
a
rd Mousavian et al. (2017) 13.9 29.1 42.9 68.6 80.2 88.1 40.4

Ours (Full) 35.5 66.9 81.9 75.5 84.7 89.0 78.6

number of correct position estimates, especially for the fine evaluation metric t25, by a factor of up

to 2.5. However, for a fair comparison it has to be noted, that in (Mousavian et al., 2017) no stereo

information is used. Regarding the orientation estimates, while the results for the coarse level of

θ22.5 are approximately at par, the probabilistic model of this thesis leads to significantly better

results for the finer evaluation metrics, particularly for the moderate and hard categories. As a

consequence, the number of vehicle reconstructions that are considered as correct in both, position

and orienation, obtained by our approach is considerably larger.

6.6 Discussion

This section provides a discussion of the results described earlier in this chapter in order to evaluate

the accomplishment of the research objectives introduced in Chapter 1. This thesis presented an

extensive probabilistic model for the ill-posed task of reconstructing vehicles in 3D from stereo

imagery and from information derived from the images by the proposed CNN. The Bayesian model

comprises different likelihood formulations and prior terms, jointly incorporating 3D and 2D in-

formation in the overall model. The core of the experimental evaluation aimed at answering the

research questions raised in Sec. 5.1 w.r.t.

• the performance of the developed CNN and the suitability of its predicted probability distri-

butions for the derivation of likelihoods and state priors (research question (1)),

• the synergistic effect of fusing different likelihoods and the benefit of the established prior

terms as regularisers for the ill-posed problem (research question (2)),

• the performance, sensitivity, limitations and generalisation capability of the proposed method

(research question (3)).

For the sake of clarity, this section discusses these questions by reviewing the likelihood terms

(Sec. 6.6.2) and the state priors (Sec. 6.6.1), as well as the full model (Sec. 6.6.3) and the applied

inference strategy (Sec. 6.6.4).
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6.6.1 Likelihood terms

3D likelihood: The 3D likelihood is formulated based on the target to minimise the distance

between the 3D stereo-reconstructed vehicle point cloud and the 3D ASM. It is used as a baseline

for the evaluation against which the benefits of including additional terms are assessed. The missing

information about the correspondences of the 3D points to their exact point-wise counterpart

on the vehicle surface required a heuristic association of point-to-model-surface by establishing

correspondences between the 3D points and the closest point on the model. This strategy, coupled

with the rather noisy stereo-reconstructed point cloud and the symmetry properties of vehicle

shapes, leads to the expectation for the 3D likelihood to be highly sensitive to the initialisation

and ambiguous in estimating the orientation due to the shape symmetries. The results reported in

Tab. 6.4 and Fig. 6.3 verify the latter expectation, because the majority of erroneously estimated

orientations exhibit an opposite viewing direction compared to the true one. However, as can

also be seen from the results, the applied Monte-Carlo based technique for optimisation achieves a

high level of robustness w.r.t. initialisation, because the majority of even strongly incorrect initial

orientations are corrected, omitting the incorrect estimates caused by the ambiguities of the 3D

likelihood. Yet, the results show that the predominate strength of this likelihood is the estimation

of the position which already achieves more than 87% of correct estimates for the coarsest metric

and a median error of 31 cm.

Keypoint likelihood: This likelihood performs the model fitting based on the probability of the

configuration of backprojected model keypoints derived from the keypoint probability maps. In

contrast to the previously described 3D likelihood, the keypoints describe physically defined and

unique points of the vehicle and therefore allow a defined association between the model and the

image entities. As a consequence, the expected effect of this term is mainly the reduction of the ori-

entation ambiguities that were exposed in the 3D likelihood. As shown by the experimental results,

the consideration of the keypoint likelihood leads to a significant improvement of the orientation

estimates, while the effect on the position is only small.

Wireframe likelihood: Similar to the keypoint likelihood, the wireframe likelihood is based on

the probability of the model backprojection, but based on its wireframe and the probability for the

occurrence of wireframe edges inferred from the image. Arguably, line-wise features deliver a more

stable and more comprehensive representation for 3D object reconstruction compared to point-wise

features. This property possibly explains the significantly superior results, particularly w.r.t. the

orientation, achieved by the wireframe likelihood compared to the keypoint likelihood. While early

approaches for vehicle reconstruction made use of generic gradient based edge detections, entailing

problems w.r.t. the dependency on suitable gradients and the establishment of correct edge-to-

model associations, recent work mostly utilise point-like features for model fitting. This thesis

revives the idea of using edge-wise features and proposes a deep learning based approach for the
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extraction of specific wireframe edges and shows superior results using the edge-wise representation

compared to using keypoints for the object reconstruction.

The likelihoods using the observations generated by the CNN provide insights into research question

(1) by demonstrating the good suitability of the predicted keypoint and wireframe heatmaps for

model fitting. Furthermore, fusing all proposed likelihoods within the probabilistic model is able to

slightly improve the pose estimation, as results reported in Tab. 6.4 have shown. Regarding research

question (2), this observation verifies the benefit of combining different terms in the likelihood, as

proposed in this thesis, in order to fuse different 2D and 3D features for vehicle reconstruction.

6.6.2 State priors

Shape prior: Estimating the entire shape of objects from images is a highly ambiguous task as the

complete extent of the object is never observed due to the self-occlusion of the object parts averted

from the camera. For this reason, for the reconstruction of vehicles, shape priors are often learned

from a representative set of vehicle examples to constrain the shape estimation. Instead of applying

a regulariser as a shape prior that penalises variations from the statistical average shape, which

is common practice in the literature, a finer-grained prior was proposed in this thesis, learning

and considering different modes in the statistical distribution of the present shape deformations for

vehicles. A prediction of the vehicle type by a dedicated branch of the proposed CNN delivered

the prior information to constrain the parameter space for the shape. As can be deduced from the

empirical results that have been presented in Tab. 6.6 and Sec. 6.4.2, the developed category-aware

prior delivers improved results in terms of the estimated vehicle shape as well as for the estimated

vehicle positions. Both parameters are closely related, as the position, represented by the centre

point of the vehicle model, is directly correlated with the vehicle dimensions and thus, to the vehicle

shape.

Position prior: To apply constraints to the vehicle position, a probabilistic free-space grid map

has been proposed in this thesis to prevent vehicle reconstructions from being located in free

areas in the scene. Although this term introduces prior information about the vehicle positions,

the quantitative benefit obtained in the empirical evaluation of the position is relatively small

(cf. Tab. 6.6). Instead, considering the position prior leads to significant improvements of the

orientation estimates. Errors in the orientations of vehicles reconstructed solely on the basis of

the 3D likelihood can be compensated by the position prior, i.e. by considering the violation of the

free-space constraints in the probabilistic model.

Orientation prior: As mentioned above, the reconstruction based on the 3D likelihood is affected

by the symmetry of vehicle shapes. Consequently, for a relatively large number of vehicles, the

orientation is estimated to be opposed to the correct one by 180◦. As can be seen from Fig. 6.5, the

orientation prior helps to drastically reduce this number of reverse vehicle reconstructions. The
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incorporation of the prior distribution for the orientation leads to impressive results for vehicle

reconstructions, that are correct within the coarse range of 22.5◦. However, a significant drop

of precisely estimated orientations that are correct within 5◦ is noticeable, caused by the limited

granularity of the discretisation of the viewpoint classes which are distinguished to derive the

probability distribution for the orientation.

To sum up, introducing the prior terms into the model fitting procedure leads to significant im-

provements of shape, position and orientation estimates, underlining the suitability of the type and

viewpoint predictions by the CNN and demonstrating the value of the proposed state priors as

regularisation of the state parameters (research question (1) and (2)). Yet, the discretisation of the

viewpoint constitutes a natural limit of the achievable precision for the orientation estimates.

6.6.3 Full model

Combining both, the likelihood terms as well as the state priors in the full probabilistic model

delivers the best results in estimating the vehicles’ orientations. Especially the precision of the ori-

entation estimates benefits from combining likelihoods and state priors, which answers the research

question (2) by revealing the desired synergy between the terms proposed in this thesis (cf. Tabs.6.8

and 6.11). Also for the position estimates the benefit of the joint consideration of likelihood and

prior terms in the full probabilistic model was visible for the ICSENS data, indicating the gener-

alisation capability of the proposed method (research question (3)). However, a slight decrease of

correct position estimates is noticeable for the KITTI data when the image based likelihoods are

considered additionally to the base and prior formulation.

On the basis of the results that have been achieved in the context of the empirical evaluation, a set

of general conclusions and limitations of the proposed method can be derived in order to provide

answers to research question (3). While more than 90% of the vehicle orientations can be estimated

in the easy category with an error smaller than 5◦ and an average error of less than 2◦, the number

of correct position estimates decreases drastically depending on the desired precision. While almost

87% of vehicles are correct within 75 cm, the percentage decreases to 70.3% for a 50 cm and to less

than 39% for a 25 cm error tolerance. The analysis of Tab. 6.15 shows that the impact of the

vehicle distance to the camera is much higher on the results for the position, compared to the

results of the orientation. The increasing depth uncertainty with increasing object distance clearly

constitutes a limiting factor for the pose estimation, especially for the determination of the position.

A second limiting factor for a successful model fitting is the degree of truncation and occlusion of

the vehicles. The quantitative analysis has shown the impact of different occlusion levels on the

quality of pose estimates (cf. Tabs. 6.8 and 6.11). Particularly the orientation estimates suffer from

increasing object occlusions, while the impact on the position estimates is also noticeable, though

less distinct.
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While most investigations were conducted on the KITTI data set, the proposed method has also

been tested on the ICSENS data set. One reason for doing so was to analyse the generalisation

capability of the approach (research question (3)). Although the proposed CNN producing the

intermediate information which is incorporated in the probabilistic model has mainly been trained

on data from the KITTI benchmark, the results for the pose estimation on the ICSENS data are

of a similar quality as the results on the KITTI data. In fact, the position estimates even exceed

the results achieved on the KITTI data. Having identified the depth uncertainties as one limiting

factor on the vehicle reconstructions, it has to be noted for a fair comparison that the stereo setup

used for the acquisition of the ICSENS data exhibits a significantly larger baseline and therefore

better properties of the depth estimations. The results for the orientation estimates obtained for

the coarse evaluation metrics are also comparable to the numbers achieved on the KITT data,

indicating a certain degree of insensitivity to the domain gap and the generalisation capability of

the probabilistic model. In this context, it has to be pointed out that the lighting conditions and

consequently, the illumination properties in the images partly exhibit strong differences between

the KITTI and ICSENS data. Yet, the results obtained for the coarse evaluation metrics appear

to be unaffected by these differences, indicating the value of learning an illumination insensitive

extraction of keypoints and especially of the wireframe edges. However, the accuracy of the obtained

orientation estimates is distinctly lower comparing the average error of 3.9◦ obtained on the ICSENS

data for the orientation estimates that are correct within 22.5◦ to the 2.2◦ average error achieved on

the KITTI data (for the easy level). The lower accuracy is also reflected by the distinctly smaller

number of orientation estimates which are within 5◦ of the correct values, which amounts to 70.3 in

case of the ICSENS data compared to 90.1% achieved on the KITTI data (cf. Tabs. 6.8 and 6.11).

The comparison of the results achieved by the proposed method to the results achieved by related

work demonstrated that the developed approach is competitive to state-of-the-art methods.

6.6.4 Inference

In order to optimise the objective function derived from the probabilistic model, due to its non-

convex and non-continuous nature, an iterative Monte-Carlo based optimisation has been estab-

lished in this thesis, desired to be insensitive to the parameter initialisation and local optima. As

the empirical results have shown (cf. in Fig. 6.3), the inference procedure is able to derive correct

pose estimates even if the initialisation is completely wrong, which answers the research question

asked in (3) w.r.t. the sensitivity of the proposed method to the initialisation. In fact, while at least

a coarse initialisation for the position is required, no initial information regarding the viewpoint is

needed at all in order to achieve a successful inference. In contrast to related work, where often

mature approaches are employed to derive initial pose estimates which are refined afterwards (Zia

et al., 2013; Engelmann et al., 2016), the method proposed in this thesis has no demands on good

pose estimates as start values.
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7 Conclusion and outlook

This thesis proposed a method for the 3D reconstruction of vehicles from street-level stereo images.

This chapter draws conclusions from the presented approach and its experimental evaluation and

provides an outlook to promising future directions of work.

Inspired by approaches based on shape priors, a deformable object model is learned in this thesis

in order to fit it into the observations for the derivation of the state parameters for each vehicle. In

this context, this thesis addressed the proposal of an improved shape model for the representation of

vehicles. Furthermore, the development of a CNN has been addressed for the derivation of valuable

observations and prior information for the task of model fitting. The formulation of a new Bayesian

model for the vehicle reconstruction has been proposed, in which the likelihood and the prior are

factorised by individual terms, fusing the different observations and prior information.

The commonly used ASM as deformable shape prior represented by a mean object shape and a

set of principal components to encode the deformations has been extended in this thesis so that

a shape model is learned for each of a set of vehicle types. In combination with a prediction

of the vehicle type using the proposed CNN, the new shape model allows a finer-grained shape

representation which leads to improved results for the estimated vehicle shape and the vehicle

position compared to the standard representation of the shape prior. In addition to the shape

model, prior terms for the vehicle position and its orientation have been introduced to constrain

the parameter space. To establish the position prior, the probabilistic derivation of free-space from

the stereo observations has been introduced in this work. In order to derive prior information on

the vehicle’s orientation, the presented CNN predicts a probability distribution for the vehicle’s

viewpoint using a newly proposed hierarchical classifier structure. Both the priors for orientation

and position have shown to be valuable contributions to the reduction of pose ambiguities for the

vehicle reconstruction.

The likelihood of the proposed Bayesian model is factorised by three individual terms, fusing the

observations of different entities, such as keypoints, wireframes and 3D points. To this end, the

standard representation of the ASM based on keypoints has been enriched by defining an edge

topology to represent a vehicle wireframe, and by defining a triangulated mesh to represent the

surface of the model. Both representation deliver valuable cues for the derivation of observation

likelihoods. This thesis proposed to use the developed CNN in order to derive probability maps
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for keypoints and for wireframe edges, the latter being introduced as new feature in this thesis,

to be used as observations carrying semantic information. A keypoint and wireframe likelihood is

formulated based on the predicted probability maps and the backprojected model keypoints and

wireframes, respectively. In addition, reconstructed 3D points are used to derive a likelihood based

on the consistency of the point cloud with the model surface. While the explicit 3D information

incorporated in the 3D likelihood has proven to be particularly beneficial for the position estima-

tion, the 3D points, however, lack semantic information, which leads to ambiguities in estimating

the orientation, an effect which is also enforced by the potentially symmetric shape of vehicles. By

additionally incorporating a keypoint- and wireframe based likelihood, both of them incorporating

the observations inferred by the proposed CNN, helps to reduce the aforementioned ambiguities

w.r.t. the orientation. The benefit of the individual likelihood and prior terms and the synergis-

tic effect achieved from their joint consideration in the developed probabilistic model for vehicle

reconstruction could be demonstrated in the empirical evaluation.

For optimisation, an iterative Monte-Carlo based approach has been established, which is able to

deal with non-convexities and non-continuities of the objective function. Besides, the proposed

inference procedure turns out to be insensitive to erroneous initialisations. The good quantitative

results achieved by the proposed method on two different data sets with average errors better than

3◦ for the orientation and about 30 cm for the position, demonstrate the success of the approach for

the 3D vehicle reconstruction from stereo images w.r.t. the research objectives raised in Chapter 1.

A comparison to related work shows that the performance of the proposed approach is on par with

current state-of-the-art methods.

However, limitations of the model exist. They are related to the occurrence of larger occlusions or

vehicles observed under unfavourable viewing conditions such as larger distances, which impairs the

ability of precise reconstruction. Occlusions of a vehicle caused by other objects cause a reduction

of available observations and consequently lead to incomplete keypoint/wireframe predictions and

point clouds as well as potentially incorrect predictions of the vehicle type and its viewpoint. Recent

research has shown promising results on recovering the appearance of invisible parts of partially

occluded objects (Yan et al., 2019) or on point cloud completion from incomplete observations

(Stutz and Geiger, 2018). Such approaches deliver potential solutions to overcome reconstruction

problems related to occlusions. Furthermore, the proposed method provides an approach for vehicle

reconstruction based on one individual stereo pair, i.e. observations from one epoch in time. An

extension of the probabilistic model to a sequence of images acquired at subsequent epochs and

the tracking of vehicles would enable the incorporation of multiple observations of the same object.

Suitable constraints, e.g. on plausible changes in the position and orientation between two time

steps, can for instance be enforced by proper motion models (Engelmann et al., 2017). Besides,

the reconstruction of each vehicle is treated individually in this thesis. Global constraints, that



129

e.g. prevent vehicle reconstructions to coincide, or contextual relations between vehicles are not

exploited so far but provide opportunities for improvement.

Moreover, the probabilistic model as well as the proposed shape prior, being composed of individual

components, provide the flexibility to introduce further terms in future developments. Any entity

that can be represented by the ASM and which can be inferred from the image can be used

to formulate a likelihood to be included in the Bayesian model. In this context, the presented

multi-task CNN delivers the flexibility to be extended by additional branches for the prediction

of further observations. While our results indicate that wireframe edges are better suited for

model fitting compared to point-wise features such as keypoints, segment-wise entities, such as

semantically segmented vehicle parts, could even provide more stable features. A first attempt of

matching object models to images based on segmented parts is presented in (Barowski et al., 2019).

However, it has only been tested on synthetic data so far. Yet, such an approach could enrich the

probabilistic model by further likelihoods.

Furthermore, the performance of the proposed CNN can potentially be enhanced by different adap-

tations. In this thesis, the VGG19 network is used as backbone feature extractor of the proposed

CNN (cf. Sec. 4.3.1). Pre-trained weights are used for the shared weight layers of the backbone

network and frozen during training. As a consequence, the individual branches of the proposed

CNN are trained separately and independent from each other. Investigations could be conducted to

analyse whether the utilisation of a different backbone architectures (e.g. the usage of the ResNet

architecture (He et al., 2016)) can improve the performance of the CNN. Besides, it has been shown

in the literature that deep learning applications can benefit from multi-task learning (Kendall et al.,

2018). Consequently, a joint learning of the shared weights could further enhance the predictions

of the proposed CNN.

The learning of additional weights and extending the CNN to predict further features, as mentioned

above, is likely to lead to the requirement of additional and more training data. However, the

generation of reference data for training is labour-intensive. In order to reduce the dependency on

expensively labelled training data, the suitability of synthetic data for training the CNN can be

investigated. In this context, Alhaija et al. (2018) and Manhardt et al. (2019) presented approaches

for the generation of photo-realistic renderings of vehicle models as data for the training of CNNs.

However, due to the domain gap, training on synthetic data usually comes with a noticeable drop

in performance when applied to real data. Potential solutions to overcome this effect can be found

in the context of research on domain adaptation (Wang and Deng, 2018).

The listed possibilities leave space for promising future directions in which the concept for vehicle

reconstruction developed in this thesis can serve as a powerful and flexible basis.
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